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ABSTRACT 

Public cloud computing platforms are bringing the benefits of scale, flexibility and cost-effectiveness to 

organisations of all sizes.  Cloud adoption continues to grow in all industry verticals, with technology vendors 

offering multitenant solutions for infrastructure and line of business applications which were previously only 

available at the customer’s datacentre using physical infrastructure.  

There is a perception by many that cloud computing introduces risks to the enterprise.  These “risks” being 

further compounded through the use of public services with tenants from different organisations.  In this paper, 

I will present a thorough analysis of the components of cloud computing with a focus on public cloud.  I will 

characterise the constituent parts of a cloud environment and, through a study of preeminent industry material, 

identify if and where cloud architecture introduces unique vulnerabilities which lead to new or exacerbated risk. 

I will define “information risk” and objectively apply a risk assessment methodology across each of the threat 

vectors (events) identified as relevant to public cloud.  To apply context and qualify a prioritised approach to risk 

management, I will apply an identical methodology to other common threats which exploit vulnerabilities in 

people, process and technology. 

My findings identify that vulnerabilities exist within the construction of virtualised, multitenant architectures 

relevant to public cloud; however, most of these vulnerabilities manifest themselves in any technology 

deployment leveraging contemporary datacentre platforms.  Whilst hypervisors and virtualisation introduce 

technical vulnerabilities, the application of a pragmatic risk methodology identifies that exploitation of these 

vulnerabilities is unlikely when compared with attacks focused on users and applications. 

Public cloud adoption requires an organisation to amend working practices and re-evaluate how security 

operational and assurance processes are applied and validated.  The shared responsibility model, which public 

cloud inevitably introduces, requires organisations to fully understand “who does what” in relation to security 

operations.  Often cloud providers supply technology but the customer retains operational responsibility. 

This thesis includes recommendations for any organisation embarking on a public cloud deployment.  I propose 

a cloud risk metamodel which is the output of my research activity into the components of a cloud risk 

management framework.  I draw on industry-recognised data lifecycle processes and highlight their applicability 

for public cloud. 

I have identified that the public cloud computing does not introduce new types of risks.  Cloud architecture 

carries inherent vulnerabilities but these exist mainly in people and process.  Information security controls 

should be applied commensurate with the sensitivity of the data being stored or transmitted.  At no point is 

organisational accountability outsourced with public cloud adoption. 

 

KEYWORDS: RISK | PUBLIC CLOUD | MULTITENANCY| VIRTUALISATION | VULNERABILITIES | CONTROLS   
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1. INTRODUCTION 

“Cloud computing” as a concept is as fluffy as its meteorological namesake.  “Cloud” means many things to many 

people.  What is the cause of this confusion?  Is cloud nomenclature esoteric and incomprehensible? 

For decades, technological paradigms have focused on building applications and services locally to the 

enterprise.  We call this model “on-premise”.  Such approaches have inherent capital and operational overheads 

as organisations procure hardware and invest time and effort supporting their infrastructure through software 

upgrades, configuration and patching.  Until recently, organisations had to accept these costs as a practical 

alternative wasn’t available. 

Our contemporary world places less emphasis on the value of ownership; leasing and service-based models are 

pervasive in all aspects of our lives.  Our users are demanding convenience and frictionless interactions with 

technology.  In recent years DVD and CD sales have plummeted, replaced with online streaming services.  In 

2016, for the first time, Britons spent more on online video than DVDs A spending trend expected to continue 

over the next five years (Figure 1-1).  

 

Figure 1-1 UK Video download growth market [1] 

Text messaging and email usage is declining as real-time messaging platforms are exploding into the marketplace 

[2].  Established companies are being ousted from their leadership positions by disruptive players who leverage 

distributed architectures to deliver economies of scale, flexibility and innovation.  Companies who stagnate and 

rest on their laurels are being displaced.  We now live in a world where the most valuable public companies are 

all technology providers [3] who are adopting agile methodologies and reducing time-to-market; cloud plays a 

significant role in their journey.   
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Ownership matters little.  Uber and Airbnb have transformed the taxi and hotel business respectively.  Uber, a 

company purportedly valued at $66 billion1 [4] owns not a single taxi car.  Airbnb is active in 34,000 cities 

spanning 191 countries and doesn't own a hotel [5].  In a world where “anything as a service” is ubiquitous, 

cloud computing has risen to service the cost and efficiency needed to deliver solutions.   

Technology is changing our world and cloud computing is at the heart of this revolution.  The “as-a-service” 

model intrinsically associated with cloud computing is a palatable one for business leaders and budget holders: 

Pay-as-you-go and only for what you use.  A potent combination.  “Public cloud computing can avoid capital 
expenditures because no hardware, software, or network devices need to be purchased. Cloud usage is billed on 
actual use only and is therefore treated more as an expense. In turn, usage-based billing lowers the barrier to 
entry because the upfront costs are minimal” [6].  These lower barriers to entry make public cloud appealing to 

organisations of all sizes. 

The Chief Information Officer (CIO) is under pressure to minimise IT expenditure.  The “do more with less” 

mantra is being articulated from executive boards.  This view has been supported by industry reports [7, 8], 

cloud computing is a high priority for CIOs and so is security. 

It is important that cloud computing is understood to be an architectural model and not a panacea to all 

enterprise IT challenges.  “Cloud is a new way of delivering resources, not a new technology” [9]. By 2020, more 

compute power will have been sold by IaaS and PaaS cloud providers than sold and deployed into enterprise 

data centres, [10] it is, therefore, imperative that we get cloud security right. 

Security is a crucial consideration in cloud implementation [11].  Cloud adoption is growing rapidly [12], as our 

line-of-business applications migrate to the cloud, they are taking the organisational security perimeter with 

them. Cloud isn’t just a new way of deploying infrastructure and applications; it requires a data-centric approach 

to information and cyber security. 

In this thesis, we will review risk lexicon and methodologies associated with information risk management with 

a view to the application of these methods to the threats and vulnerabilities associated with public cloud.  The 

objective of this activity is to understand if the risks related to public cloud undermine the purported efficiencies 

and cost savings. 

There are inherent benefits for the organisation through cloud adoption but there are also several risks which 

we will research.  As an industry, we frequently speak about the “people, process and technology” of information 

security [13].  Are any of these more-or-less important when considering cloud?  A significant proportion of our 

peer group is made up of IT professionals and technologists; It is, therefore, natural to focus on the bits and 

bytes without considering the people and process.  My hypothesis being that as organisations introduce cloud-

like technologies, their established processes and procedures are altered introducing vulnerabilities. 

1.1. MOTIVATION 

I have spent 18 years working in and around information security.  Across this time, I have seen first-hand how 

our reliance on technology has dramatically changed.   Businesses in all industry verticals now rely on computers 

                                                             

1 Uber’s valuation has been the focus of scrutiny from the financial services industry [235, 236].  Whilst $66BN 

is considered by many to be overinflated; the fact remains that Uber has transformed the automotive industry 

through their disruptive approach. 
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for the completion of critical business processes.  As our dependency on computers, and the data they produce 

increases, so does the need to protect the confidentiality, integrity and availability of information. 

The IT landscape is always evolving and we, as security professionals, need to adapt.  We need to support our 

businesses in the achievement of their goals.  Security has moved from a retrospective tick-box; on the periphery 

and only consulted when something goes wrong, to an integral service offering business value. We need to 

establish repeatable methods to assess risk rather than relying on gut-feel and emotion. 

Per Gartner [14] “By 2020, a Corporate "No-Cloud" Policy Will Be as Rare as a "No-Internet" Policy Is Today".   To 

support this acceptance of cloud, the security professional needs to rethink how we apply controls.  The 

conventional network perimeter was devised in a time of n-tier architecture and local datacentres (Figure 1-2). 

 

Figure 1-2 N-Tier Architecture [15] 

The approach was analogous to a castle and moat defence strategy.  As a new threat was discovered, we built a 

bigger wall or a deeper moat.  Cloud facilitates on-demand, ubiquitous access to information.  Data centre 

security worked well when our data was exclusively in locations we controlled.  It no longer is [16]. 

I believe that the subject of cloud security is relevant and of the time.   The security community must stop 

applying the security defences of yesterday to combat sophisticated, user-focused security threats.  This thesis 

will cut through the rhetoric of cloud and offer actionable, pragmatic recommendations for the secure adoption 

of cloud. 

1.2. OBJECTIVES 

I will provide the reader with a balanced view of the security considerations associated with public cloud 

computing.  At a macro-level, the thesis is written to document the benefits, risks and good practice guidelines 

when dealing with this new model of computing.  This thesis will act as a single repository of information relating 

to the risks and benefits of public cloud adoption. 

The objectives herein provide the reader with direction and allow for a measurable set of goals.  As this paper is 

a comprehensive analysis of public cloud, I will include signposting within the document, using “research 

questions”, which tie-back to the aims outlined in this section. 

At a micro-level, a collection of specific objectives has been documented: 
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Number Objectives Chapter 

1 Understanding Cloud:  

a) To establish a common lexicon for cloud computing through an exploration into cloud 

actors, service/deployment models and reference architectures. 

 

b) To understand why cloud computing has become so pervasive in all industry verticals. 

 

c) To decide if benefits exist to public cloud adoption, both from a business and a security 

perspective. 

 

d) To assess the impact that public cloud has had on network architecture. 

Chapter 2 

2 To understand the security risks associated with cloud:  

a) To define the threat actors, (threat) events and vulnerabilities which are associated 

with public cloud computing. 

 

b) To clarify what is meant by the term “risk” in relation to information security and 

cloud computing. 

Chapter 3  
Chapter 4 

3 To perform an analysis of public cloud vulnerabilities: 

a) To establish if the risks associated with public cloud computing are unmanageable 

and/or unpalatable to an enterprise.  My hypothesis being that multitenancy is a core 

consideration for organisations adopting public cloud although most cited cloud 

vulnerabilities exist across existing computing paradigms. 

 

b) To clarify if the risks associated with resource isolation are significantly greater than 

existing threats and vulnerabilities inherent across enterprise computing. 

 

c) To understand if public cloud can be implemented securely for the enterprise. 

 

d) To establish if security equivalence can be achieved between on-premise and public 

cloud architectures. 

Chapter 4 
Chapter 5 

4 To understand if established risk management methodologies appropriately cater for 
public cloud 

a) To analyse if respected information risk management frameworks suitably 

accommodate public cloud. 

 

b) To present recommendations, where appropriate, for organisations applying risk 

management processes to public cloud. 

Chapter 4 
Chapter 5 

Table 1-1 Research Objectives 
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1.3. SCOPE 

This thesis will focus on the security considerations for the adoption of public cloud computing in an enterprise 

environment.  I will identify the service and deployment models associated more generally with cloud although 

when I address the risks and benefits, “cloud” will be referring to public cloud.  “Risk” in the context of this thesis 

relates to the information assets of an enterprise and the associated confidentiality, integrity and availability 

(CIA) considerations.  

Cloud computing has brought with it many benefits to end-users.  Whilst several benefits of cloud apply to the 

enterprise and the consumer, the user-based benefits have not been analysed specifically.  The term “customer” 

in this paper refers to an organisation consuming public cloud services. 

For completeness, the study will identify all cloud service and deployment models although the focus of the 

study will be around public cloud platforms as these are generally considered to evidence the broadest range of 

benefits and risks [17].  All service models will be acknowledged and discussed, Infrastructure-as-a-service will 

be the focus of any technical analysis, the rationale being that a cloud service becomes more vulnerable as more 

freedom is given to the users since any one of them may be an attacker [18]. 

With the time constraints of the study, virtualisation and hypervisor discussions will be limited to type 1 and 

type 2 hypervisor technology.  Browser-based sandboxing, containment and virtualisation will not be discussed.  

Type 2 hypervisors will not be explored in detail as they are generally deployed to support end-user virtualisation 

requirements and not enterprise hosting [19]. 

To evidence the maturity and breadth of security controls and compliance capabilities of public cloud providers, 

I have selected Amazon Web Services (AWS) [20] as a case study.  AWS provides a globally distributed framework 

of cloud services, included IaaS.  Based on my experience, AWS have also made the most progress in providing 

equivalency of capability offering when comparing on-premise and cloud security.   AWS have significantly more 

Virtual Machines (VMs) deployed in production than any other provider [21], something we return to in Chapter 
4.  AWS also leverages a (customised) Xen hypervisor [22] making it a strong candidate for understanding 

applicable threats and vulnerabilities. 

My thesis is outside the length recommendations within Royal Holloway University Project Guide [23].  This was 

a conscious decision given the research subject I selected.  The paper contains regular signposting for the reader 

and a clear, concise set of objectives have been defined.  I assert that one of the major reasons cloud security is 

such a misunderstood discipline is because very few sources exist which holistically document requisite 

information within a single paper.  This thesis is, therefore, thorough and necessarily longer than most papers 

at MSc level. 

1.4. METHODOLOGY AND STRUCTURE 

1.4.1. METHODOLOGY 

This study is based on a comprehensive literature review.  I will use various sources including: 

• Books 

• Research publications 

• The Internet 

• Vendor literature: surveys, whitepapers, websites 

• Conference proceedings 
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I will draw on my own experience gained through 18 years of working in and around information and cyber 

security.  As a Chief Information Security Officer (CISO), I have extensive experience of the application of risk 

management frameworks and analysis methods.  Where opinion of the author is used, it will be supported with 

industry and/or other academic sources.  Wherever possible, I will support an argument referencing several 

sources. 

I had originally decided to leverage my extensive network of security peers and conduct a survey and interview 

process uncovering the motivations, priorities and constraints associated with public cloud.  Upon reflection, 

and after assessment, it was decided that similar studies [24, 25] have been conducted across a much broader 

cross-section of professionals with results which support my preliminary hypotheses surrounding cloud concern 

and adoption rates.  More specifically: 

• Adoption of public cloud is growing [26, 27, 28]. 

• Organisations are increasingly using public cloud for the storage of sensitive information [17]. 

• Utilisation of “private only” cloud is decreasing in all industry verticals [25]. 

• Cloud Service Providers are providing commensurate security capabilities to those found across on-

premise solutions [29]. 

Practical application of a selected risk methodology will be conducted in Chapter 4. 

1.4.2. CHAPTER STRUCTURE 

This paper is intended to be read from beginning to end and follows a sequential structure where the 

understanding of a chapter assumes knowledge and context obtained from previous sections.  The subject of 

information risk has a history shrouded in esotericism; something this paper wishes to address.  Chapter 5 can 

be read in isolation although the reader will benefit from context in earlier chapters.  Chapter 6 completes my 

thesis and whilst it could be read in isolation, the rationale to support several my assertions will not be included. 

Each chapter will begin with a chapter introduction which will detail the theme and structure of that chapter.  

Chapters 2-4 will conclude with a conclusion section which aims to provide closure on the sub-plot of the chapter 

and a definitive view of the author based on his research.  Chapter 5 covers recommendations and a conclusion 

is not required.  Chapter 6 is my thesis evaluation and close. 

In Chapter 2, the definition of cloud will be investigated.  Based on a literature review including industry and 

academia, this section will define a consistent cloud parlance which will be used across subsequent chapters.  

The objective of the chapter is to establish a common lexicon for cloud computing and to understand “what is 

cloud?”  Cloud architecture will be analysed; the chapter will review the essential characteristics of cloud 

computing.  I will compare the various service and deployment models associated with cloud computing. 

Chapter 3 begins with a look at what “risk” means from several lenses across society.  We will explore definitions 

of information risk before deciding upon an agreed definition to take into an assessment of cloud risks.  The 

chapter will proceed to analyse established information security risk frameworks with a view to understanding 

their suitability for cloud.  This chapter will aim to decompose the essential characteristics of an information risk 

equation including threat actors, (threat) events, vulnerabilities and controls.  An important deliverable of this 

chapter is the documentation of “cloud-centric” vulnerabilities and threat events. 

In Chapter 4, my research is focused on understanding what is meant by the term “multitenancy”.  Multitenancy 

is a foundational component of cloud and is a fundamental shift-away from ownership.  In this chapter, we will 

apply a qualitative risk analysis to the threat events associated with multitenancy and finish by applying the 

same risk analysis to some common threat events and vulnerabilities with a view to contextualising the 

likelihood of multitenancy vulnerabilities being exploited. 
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Chapter 5 will provide a series of recommendations for an organisation considering public cloud for their 

applications and/or infrastructure. In this chapter, I will present a “cloud risk metamodel” which details the 

actors and requisite components of a public cloud risk model.  I include observations to improve the secure 

adoption of public cloud.  An aim of this chapter is to understand if security conservation can be achieved 

between security services on-premise and within public cloud; this directly aligns to the objectives of this thesis.  

I will close the chapter with a “security conservation process flow”. 

Chapter 6 will form the conclusion to this thesis and is entitled “Conclusions: Public Cloud is not a Technology 
Problem”.  This chapter is a review of my research findings and, to close, a presentation of a “Top 10 Public Cloud 
Considerations”. 

1.4.3. DOCUMENT FORMATTING 

This thesis has been constructed in line with Royal Holloway University London (RHUL) requirements [23].  As 

both electronic and physical versions will be reviewed, I have endeavoured to ensure readability and simplified 

document navigation across both formats. 

The following formatting will be used throughout the paper: 

Bold: Used for explicit cross-referencing throughout the paper.  Chapters, figures, tables, 

questions and objectives will appear in bold.  Title sections in tables will be bold.   

Italics:  Direct quotations will be presented inline within quotation marks and with italic notation. 

Underline: Areas of emphasis or attention will be identified through underlined text. 

Hyperlinks: Hyperlinks will only be included to assist with document navigation.  All Figures and tables will 

have bold, hyperlinked, inline references.  Chapter references will contain hyperlinked 

numbers2.   

                                                             

2 Microsoft Word 2016 creates a formatting error when adding bold hyperlinks if exported to .pdf.  If you are 

reading this paper in .pdf form, figures and tables will not have bolded numbers.  This is not an oversight and is 

unavoidable. 
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2. CLOUD COMPUTING 

 “If someone asks me what cloud computing is, I try not to get bogged down with definitions. I tell them that, 
simply put, cloud computing is a better way to run your business” [30]. 

Marc Benioff, Founder, CEO and Chairman of Salesforce 

What is cloud and how does it differ from previous computing models?  This chapter will explore what I call 

“Cloud DNA”; the metaphorical organisms that combine to make a cloud-based eco-system.  I will start by 

researching the definition of cloud computing before reviewing the datacentre architectures which have brought 

us to where we are today.  In this chapter, I will study the core components of cloud computing.  Cloud 

architecture is reviewed in this chapter along with a look at the available academic research in the space of cloud 

taxonomy.  The chapter will conclude with a look at how cloud computing is driving changes in computer 

networking. 

2.1. DEFINITION OF CLOUD 

There are many different definitions of cloud computing.  A recent analogy I used in a speaking engagement [31] 

was that clouds are like roads; they facilitate getting to your destination.  Be that destination a network location, 

an application or a development environment.  No one would enforce a single, rigid set of rules and regulations 

for all roads - many factors come into play: volume of traffic, the likelihood of an accident, safety measures, 

requirements for cameras.  If all roads carried a 30 mile an hour limit, you might reduce fatal collisions but 

freeways and motorways would cease to be efficient.  Equally, if you applied a 70 mile an hour limit to a 

pedestrian precinct, unnecessary risks would be introduced.  Context is very important, imperative in fact.  The 

same goes for cloud computing.  If we are to establish the risks, benefits and suitability of cloud, we need to 

better define the various cloud deployment, operational and service models in use today and looking forward. 

A universally accepted definition of cloud is not available although some sources are considered authoritative 

and appear more frequently.  Cloud is a disruptive 3  and pervasive technology movement; it is therefore 

understandable that consensus on definition is not possible; academia, business and cyber security vendors are 

all approaching cloud computing from different perspectives. 

Across my research, the four most referenced definitions are that of the National Institute of Standards and 

Technology (NIST), the Cloud Security Alliance (CSA), European Union Agency for Network and Information 

Security (ENISA) and Gartner.  NIST [32] defines cloud computing as: “…a model for enabling ubiquitous, 
convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, 
servers, storage, applications, and services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction”. 

The CSA is “the world’s leading organisation dedicated to defining and raising awareness of best practices to 
help ensure a secure cloud computing environment” [33].  The CSA takes the NIST definition of cloud although 

interestingly elaborates to include the benefits of cloud: “Cloud computing is a disruptive technology that has 

                                                             

3 In a technology sense, disruption is brought about through the creation of a new market and the challenging 

of existing ways of working.  
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the potential to enhance collaboration, agility, scaling, and availability, and provides the opportunities for cost 
reduction through optimized and efficient computing” [34]. 

ENISA [35] define cloud as: “…an on-demand service model for IT provision, often based on virtualization and 
distributed computing technologies”.��Gartner [36] goes with: “A style of computing where scalable and elastic 
IT-related capabilities are provided ‘as-a-service’ to external customers using Internet technologies”. 

Cloud adoption continues to grow [37], as it does, such an explicit delineation of cloud and on-premise will not 

be necessary.  Is the world of commodity computing displacing traditional datacentre models to such an extent 

that soon all computing will be elastic, distributed and based on virtualisation?  Will all computer access be 

service-based and ubiquitous?  In Section 2.5, the fundamental components of cloud are defined.  These 

features are becoming increasingly common across on-premise and public cloud deployments rendering our 

existing definitions of “cloud” confusing and problematic. 

As technology moves ‘”to the cloud”, the definition of what constitutes a computer becomes opaque; some 

suggesting that computers will become “invisible” [38]; users will not realise they’re accessing billion-dollar 

computer networks in remote data centres, technology is becoming intrinsically integrated into our lives and 

firms are striving to deliver frictionless, intuitive experiences.  Artificial Intelligence (AI) platforms are providing 

overlays and support mechanisms for the completion of daily tasks; the cloud is key to the delivery of these 

services although neither the client or server components fall into existing definitions of computers.   

2.2. THE EVOLUTION OF INFRASTRUCTURE AND JOURNEY TO CLOUD 

The Greek philosopher Heraclitus once said: “life is flux” [39] which translated into contemporary language 

means “the only constant is change”.  This is certainly true of the information technology world where our 

modern digital ecosystems are barely recognisable from those of yesteryear. Figure 2-1 visualises the timeline 

provided by SiliconANGLE [40] and shows the transformational journey our IT landscape has undergone. 

 

Figure 2-1 Computing Paradigm Shift 
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NIST asserts that cloud computing is a model – a way of working, an enabler [41].  The sharing of a configurable 

set of resources.  While cloud is the latest step on the data centre transformation journey, the sharing of 

resources is something which has been achieved through many varied paradigms of the past.   

Cloud computing is unlike any technological model before it; a salient consideration being the location of 

information.  Historically, all approaches have relied on the assurances, valid or otherwise, of the physical data 

centre residency. Organisations could apply a combination of logical and physical security controls to protect 

their data assets.   

Cloud computing requires an institution to apply the concept of trust, allowing a third-party to manage data on 

their behalf.  At first glance, this unfamiliar approach sounds radical and dangerous although pragmatism and 

context suggest otherwise.  Companies have been relying on third parties to manage information for centuries; 

the difference with cloud computing is that the information is in digital form.  The subject of multitenancy will 

be discussed extensively throughout this thesis but it is important to remember that multitenancy has existed 

across all phases of supply chain in perpetuity. 

2.3. BENEFITS OF CLOUD 

2.3.1. BUSINESS BENEFITS 

I feel it is import to cover the business benefits of cloud.  This will help to explain the meteoric rise of cloud 

computing.  IT services are there to support business operations.  Cloud adoption should not be a unilateral 

technology decision. 

The NIST Cloud Computing Reference Architecture (NCCRA) [41] states that “a primary focus of the cloud 
computing model is on the economic benefits of shared use that can provide higher-quality and faster services 
at a lower cost to users.”  These economic benefits are not solely financial.  Cloud computing provides businesses 

with economies of scale – computing resources are acquired for the task in hand.  Organisations are not forced 

to provision expensive, redundant infrastructure to accommodate periods of peak activity which may only occur 

sporadically.  The concept of “capital expenditure” (organisations procuring hardware and suffering 

depreciation) can be removed from the IT equation although “operational expenditure’” is a consideration as 

cloud models incur periodical service costs. 

Cloud computing allows organisations to adopt flexible technologies which lower time-to-market.  Virtualised 

and centralised environments can be provisioned and logically segregated to create eco-systems which used to 

be possible only through complex and expensive physical infrastructures.  Cloud computing enables 

development and testing teams to create “crash and burn4” components in an expedient fashion, limiting the 

need for rogue-deployments and proliferation of “Shadow IT5”.  “Failing fast” is a term used extensively in the 

modern IT world with Gartner asserting that “…smart organisations will embrace fast and frequent project failure 
in their quest for agility” [42]. 

Cloud brings some significant user experience benefits.  User can access applications from anywhere around the 

globe through commodity Internet connections.  As covered in my introduction, the service-based consumption 

                                                             

4 Environments that can be provisioned swiftly and in a ring-fenced ecosystem removing the fears of test and 

development environments impacting the confidentiality, integrity or availability of production systems. 

5 Shadow IT is a general term covering unsanctioned IT applications and environments. 
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model of cloud has completely transformed markets such as music and video where Amazon [43], Spotify [44] 

and Netflix [45] have cornered an industry previously dominated by CD purchases and DVD rental.  Cloud 

computing is an essential vehicle for the delivery of our “Internet of Things” (IoT) world.  Our homes and offices 

are run, managed and secured via Smart Devices and sensors which communicate to centralised infrastructure 

on the Internet.  Either directly or indirectly, IoT and cloud computing are opening doors to advancements in 

our business efficiency [46], our health [47, p. 8] and our transportation needs [48].  

Business continuity and disaster recovery processes can be improved through cloud adoption.  Organisations 

can scale highly-redundant, geographically-dispersed architectures without the need for capital expenditure.  

Failing over between cloud instances removes the need for cold / warm standbys and allows an enterprise to 

pay for what they need, when they need it.  Multitenant architectures, strategically-positioned around the global 

can improve the reliability and availability of service for the enterprise customer. 

The green factor should not be overlooked.  Cloud adoption brings with it several environmental benefits.  A 

2013 study by the Global E-Sustainability Initiative [49] identifies that found if 80% of enterprises adopted cloud 

computing we would see approximately a 4.5 megaton reduction in greenhouse gas emissions (based on 

conservative estimates.  To put this figure in perspective, a 4.5 megaton reduction in greenhouse gas emissions 

is roughly equivalent to taking 1.7 million cars off-the-road.  

2.3.2. SECURITY BENEFITS 

“Cloud computing is often far more secure than traditional computing, because companies like Google and 
Amazon can attract and retain cyber-security personnel of a higher quality than many governmental 
agencies” [50].  

Vivek Kundra, Former Federal CIO of the United States of America 

The business benefits of cloud appear to be well understood [51].  What seems paradoxical to some are the 

inherent security benefits of cloud computing.  It is natural to think that because an IT team procures and 

manages their infrastructure and applications, they will do a better job that an outsourced provider.  Across my 

research, it has become clear that the areas of security benefit draw direct parallels with the business benefits 

of cloud computing: Scale, flexibility, cost savings and improved performance. 

In the interests of avoiding scope creep, this section will not include a detailed analysis into the security benefits 

of cloud although several of these are becoming increasingly important with the ever-evolving threat landscape. 

A precis of these will be included below: 

2.3.2.1. RISK AVERSION 

Public cloud computing providers apply “paranoia by default” [52].  A publicised data breach or exploited 

vulnerability could destroy a cloud provider overnight.  Their appetite for risk is very low.  Risk appetite is “…the 
amount of risk, on a broad level, an organisation is willing to accept in pursuit of value…” [53].  For a Cloud 

Service Provider (CSP), customer confidence and assurance is of paramount importance.  The customer must 

have trust and confidence that the CSP is protecting their most sensitive assets.  Reputation is key: “Trust is 
between two entities; but the reputation of an entity is the aggregated opinion of a community towards that 
entity” [54].  Cloud service providers need to instil and retain positive reputation across the general population.  

This societal reputation metric enforces a low tolerance to risk.  The risk tolerance threshold of a CSP hosting 

thousands of customers is much lower than any individual organisation.  A breach at a client who, for example, 

trades stocks or sells groceries, can have a negative effect on stock prices and customer confidence although 

effects are often short term [55] .  For a CSP, a loss in consumer confidence can have an irreparable impact.  
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2.3.2.2. SCALE 

Through public cloud adoption, organisations benefit from the economies of scale afforded to a global, 

multitenant, service-based consumption model.  An often-overlooked benefit is the application of the same 

principles to security services. 

As covered in Section 2.3.2.1, CSPs have a low tolerance for information risk.  Patch management, virtualisation, 

hypervisor and network security operations management are all a top priority for all mature CSPs.  Customers 

benefits from the security measures that these companies deploy globally. 

The protection inherently available to protect the operation of the cloud6 significantly assist the customer 

organisations in their operational security strategy.  Services which, as appliances, are cost prohibitive and 

require expensive and onerous deployment models, can be deployed in all locations, often simply with the click 

of a button. 

For the protection of applications and individual VMs, CSPs offer virtualised, elastic security services which would 

not be possible without the breadth, scale and capacity of public cloud.  AWS Marketplace [56] provides 

organisations with a comprehensive set of security capabilities to prevent and detect cyber-attacks and mitigate 

the risk of a data breach. 

Redundancy and availability of data are core tenants of information security which are improved through public 

cloud.  Mature providers offer the ability for customers to provision infrastructure and applications in multiple 

geographies (availability), often with several cloud tenants in the same geographical location (redundancy).  

In our “post-Snowden” world, the demand for consumer privacy is at an all-time high.  Privacy and the need for 

encryption are intrinsically linked; the former US Director of National Intelligence asserting that “As a result of 
the Snowden revelations, the onset of commercial encryption has accelerated by seven years”. [57] The use of 

encryption-in-transit7, and more specifically, Transport Layer Encryption (TLS) [58] for web communication is on 

the rise.  A recent report from the network provider Sandvine [59] suggesting that in Europe, approximately 

two-thirds of all traffic (both fixed line and mobile) is encrypted (Figure 2-2).  A trend supported by Mozilla [60] 

who recently announced that, on average, over 50% of their Firefox browser traffic was encrypted. 

Encryption has undeniable benefits for the user although, in almost all instances, it presents a significant 

overhead in terms of performance and cost for the security department.  On-premise appliances were deployed 

at a time when encryption was reserved for rare use cases and regulatory compliance.  With encryption being 

ubiquitously deployed and malware actors increasingly leveraging encrypted channels for attacks [61], the need 

to inspect encrypted traffic is undeniable.  Multitenant, public cloud architecture can significantly relieve the 

cost and performance constraints of encrypted traffic inspection.  Cloud security providers are offering solutions 

which can perform TLS inspection at micro-second latency without the need to locally deploy appliances [62].  

Reports suggest that encrypted traffic is continuing to rise with over 75% of web traffic predicted to be encrypted 

by 2019 [63].  Cloud-based solutions provide the scale, coverage and performance benefits that allow 

organisations to retain visibility of their sensitive information. 

                                                             

6 A reference to the delineation of responsibility between a customer and a cloud provider.   

7 Ensuring confidentiality (and optional integrity) of data communicated between an endpoint and a server. 
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Figure 2-2 European Encrypted Traffic Figures 2016 [59] 

2.3.2.3. VISIBILITY AND COVERAGE 

In almost all situations, public cloud adoption brings with it an improved visibility of the threats and traffic 

patterns traversing the Internet.  For example; Zscaler, the world’s largest security-as-a-service cloud provider, 

reports seeing approximately 30 billion HTTP transactions daily [62].  When a threat is detected, it is blocked for 

the originating organisation but also for all other subscribers to the service. 
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The malware of today is increasingly polymorphic 8 and sophisticated.  Organisations need to be leveraging a 

globally dispersed network of threat intelligence information to provide immediate protection against threats 

that are programmed to change construction in seconds rather than weeks [64]; rendering conventional, on-

premise antivirus engines ineffective in detecting and responding to sophisticated malware campaigns.  Cloud 

coverage mitigates these threats by provides global distribution of threat intelligence information which simply 

isn’t possible with an insular, organisationally-maintained cyber defence structure. 

2.3.2.4. REGULATORY AND LEGAL COMPLIANCE 

Legal and compliance concerns are often cited as “cloud risks” [65].  It is also worth considering the benefits that 

public cloud computing brings to the compliance and legal conversation. 

Developed cloud platforms which are serving enterprise customers understand the need to provide 

environments capable of achieving cross-industry compliance against common frameworks.  Amazon Web 

Services [20] (AWS) provides comprehensive accreditation against industry-standard compliance and legal 

frameworks (Figure 2-3). 

 

Figure 2-3 AWS Compliance and Legal Position [66] 

                                                             

8 Malware which can “morph” making it difficult to detect through signature-based anti-malware technologies 
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A message that I will return to throughout this paper is that organisations do not outsource accountability when 

adopting public cloud.  As Amazon state: “While AWS manages security of the cloud, security in the cloud is the 
responsibility of the customer. Customers retain control of what security they choose to implement to protect 
their own content, platform, applications, systems and networks, no differently than they would in an on-site 
data centre.” [66]. 

IT compliance programmes are expensive and time-consuming.  Through the adoption of public cloud, 

organisations can inherit environments which are already certified against compliance and legal frameworks 

although it is important that the applications and services deployed by the customer satisfy the requirements of 

individual laws and regulations.  We will further explore Amazon’s “Shared Responsibility Model” in Chapter 5. 

2.4. CLOUD ACTORS 

Whilst many varied definitions of cloud computing exist, little has been written in terms of defining the 

stakeholders involved across a cloud computing eco-system.  The NCCRA [41] defines five actors with actor 

defined as “…an entity (a person or an organization) that participates in a transaction or process and/or performs 
tasks in cloud computing.” 

Table 2-1 outlines the actors defined by NIST, names and descriptions are taken verbatim: 

Cloud Actor Description 

Consumer A person or organization that maintains a business relationship with, and uses service 

from, Cloud Providers.  

Provider A person, organization, or entity responsible for making a service available to interested 

parties.  

Broker An entity that manages the use, performance and delivery of cloud services, and 

negotiates relationships between Cloud Providers and Cloud Consumers.  

Carrier An intermediary that provides connectivity and transport of cloud services from Cloud 

Providers to Cloud Consumers.  

Auditor A party that can conduct independent assessment of cloud services, information system 

operations, performance and security of the cloud implementation.  

Table 2-1 Cloud Actors [32] 

Actors in an ecosystem of any description need to communicate.  NIST provides a communication flow which 

identifies relationships between cloud actors.  It is important to understand communication flows if we are to 

be able to define roles and responsibilities accordingly. Figure 2-4 identifies communication paths between 

cloud actors. 
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Figure 2-4 Actor Communication Paths [32] 

The blue line in Figure 2-4 identifies the flow between the two most common entities in a cloud model: a 

consumer (or customer) talking to a provider (CSP).  Brokers play an increasingly important role in cloud 

adoption.  The Cloud Access Security Broker (CASB) is a term defined by Gartner [67] and describes a form of 

security enforcement between a customer and a CSP.  The term is interpreted in different ways across our 

industry although CASB functionality often includes: 

• Data Loss Prevention (DLP) 

• Cloud Application Visibility 

• Application API Integration 

• Identity Management 

CASB functionality is used as a security control to mitigate the risks associated with “shadow IT” (discussed in 

Section 3.9). 

The auditing of cloud services can be performed through similar means to on-premise deployments and take 

the form of technology, legal & regulatory and process controls. 

It is helpful to see these interactions across a logical architecture.  The Open Security Architecture (OSA) 

produced a “cloud computing pattern” [68] which includes identical actors to those defined by NIST.  The OSA 

extends the schema through the inclusion of architect, end-user, developer, IT Manager actors; variations of the 

“consumer” class and “Auditor”, an instance of the Auditor category. (Figure 2-5).  The OSA Cloud Security 

Pattern assists in defining actors but also the required security capabilities and services for public cloud adoption. 
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Figure 2-5 OSA Cloud Security Pattern [68] 
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2.5. ESSENTIAL CHARACTERISTICS 

NIST [41] define five essential characteristics for cloud computing.  These are not specific to public cloud and 

should be considered across all deployment models.  The NIST definitions were drafted in 2011 and whilst still 

relevant in 2017, technological advances mean that a more contemporary lens should be applied to certain 

definitions.  Where necessary, I will explicitly reference these in the following subsections: 

2.5.1. ON DEMAND, SELF-SERVICE 

The ability for the user to unilaterally provision resources: compute, memory, storage, network configuration or 

user access.  The unilateral consideration is key and carries with is an enormous user benefit but also a significant 

security consideration.  On demand, self-service significantly reduces time to market.  The consumer no longer 

requires the engagement of the service provider for provisioning.  Change tickets and helpdesk calls are a thing 

of the past9.  Expediency is provided, processes are streamlined.  Whilst the benefits are clear, we posit that this 

characteristic carries with it one of most significant objection to cloud.  Unilateral provisioning is not always 

carried out by approved IT or security teams.  Anyone with a credit card and an Internet connection can procure 

resources and as the colloquialism goes “spin them up in seconds”.  Such expediency carries with it concerns 

around data leakage and “shadow IT” architectures.  

2.5.2. BROAD NETWORK ACCESS 

Ubiquitous connectivity is a key security benefits of cloud computing.  Broad network access is the ability for 

users to connect to their resources anywhere, anytime.  Cloud computing needs repeatable, standards-based 

methods of network access which support heterogeneous endpoints.  NIST breaks these systems into thin and 

thick clients [32].   

In a world of the consumerisation of IT and the pervasiveness of the “Internet of Thing”’ (IoT) [69], we are seeing 

a myriad of devices connecting to cloud-based resources. In my opinion, the explicit delineation of “thick” and 

“thin” requires revision; historically, there was an implicit assumption of client-based security.  A set of controls, 

rudimentary or otherwise, to protect the confidentiality, integrity and availability of data.  IoT carries no such 

assurances with vulnerabilities resident in most IoT hardware [70].  IoT is the first technology to be considered 

by many “insecure by default” [71] and with over 20 billion IoT devices estimated to be in production by 2020 

[69], we must consider broad network access to consider Smart Devices, IoT and mobility. 

By NIST’s definition, for a solution to be considered “cloud”, it must support broad network access; this is a view 

that I share although “broad” and “ubiquitous” should not be confused with “unfettered”.  As we will see in later 

chapters, cloud solutions must retain an ability to enforce access control accordance with the OSA pattern 

outlined in Section 2.4.  

2.5.3. RESOURCE POOLING 

We take the NIST definition verbatim:  

“The provider’s computing resources are pooled to serve multiple consumers using a multi-tenant model, with 
different physical and virtual resources dynamically assigned and reassigned per consumer demand” [32]. 

                                                             

9 In relation to provisioning services. 
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Resource pooling is intrinsically-associated with the ability for Cloud Service Providers (CSPs) to provide high-

performance, cost-effective computing; consumers reap the benefits of scale and elasticity.  The concept of 

resource sharing is a significant hurdle in cloud adoption – as covered in Section 2.2, cloud is the first computing 

model whereby it is both conceivable and likely that different organisations will be housing data on the same 

physical server hardware. 

It is my hypothesis that resource pooling not only forms an essential characteristic of cloud computing but it is 

also the most significant security consideration.  I will aim to prove across this thesis that the vulnerabilities 

associated with resource sharing can be suitably mitigated through the application of controls.  

2.5.4. RAPID ELASTICITY 

Amazon [72] presents the limitations of traditional infrastructure provisioning in their best practice guide.  

These are broken-down into two deployment options: 

Scaling Up: This method ignores a scalable application architecture and scaling is achieved through investment 

in larger, more powerful computers to accommodate load.  This approach is heavily capex dependent and 

depending on application usage, demand could quickly outgrow capacity. 

Scaling Out: A horizontally-scaled architecture.  Application components are shared across multiple physical 

components and following a service-orientated design.  A requirement to understand workload capacity still 

exists with this model resulting in infrastructure being deployed and underutilised. 

 

Figure 2-6 Elasticity and Demand Scaling [72] 

Cloud Elasticity is “the degree to which a system is able to adapt to workload changes by provisioning and de-
provisioning resources in an autonomic manner, such that at each point in time the available resources match 
the current demand as closely as possible” [73]. 
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The service-based model of cloud is critically important for businesses of all sizes.  On-demand scaling removes 

the requirement for an enterprise to procure server computing resources in anticipation of peak periods.  This 

approach was accepted as necessary in computing paradigms of the past. 

2.5.5. MEASURED SERVICE 

Organisations in all industry verticals are required to deliver cost-effective, technology platforms.  Measured 

service allows the enterprise to pay for what they use.  NIST [32] says “Resource usage can be monitored, 
controlled, and reported, providing transparency for both the provider and consumer of the utilized service”.  

Measured service provides the IT department, and subsequently budget holders, the visibility of precisely what 

services are being paid for.  

2.5.6. MULTITENANCY AND VIRTUALISATION 

Whilst NIST does not explicitly define multi-tenancy as an essential characteristic, the Cloud Security Alliance 

(CSA) [34] refers to multitenancy as “…in its simplest form implies use of same resources or application by 
multiple consumers that may belong to same organization or different organization”.  Resource pooling is said 

to leverage a “multitenant” model. Whilst the statement doesn’t define multitenancy as a mandatory 

requirement, it acknowledges the importance of the characteristic.  Although multitenancy and virtualisation 

are not required characteristics per NIST, several high-profile vulnerabilities are as a direct result of 

multitenancy.  Chapter 4 will discuss multitenancy and its associated flavours. 

2.6. SERVICE MODELS 

As stated in the introduction to this thesis, cloud means many things to many people.  An objective of this paper 

is to be very clear on the service models available for cloud computing.  Customer functionality and security 

requirements generally drive the decision of which service model is adopted.  There are three established 

services models in existence today with a fourth, catch-all, model appearing in recent years. 

2.6.1. SOFTWARE AS A SERVICE 

Software as a service (SaaS) is the service model which offers the least flexibility to the customer but conversely 

is generally the easiest to deploy.  With SaaS, an organisation selects a CSP to provide an application function to 

users.  The CSP is responsible for the provisioning of infrastructure (compute, memory, network) and for the 

operational activities which were previously tasked to the organisation when their application lived on-premise. 

The list of SaaS applications appears endless.  Two very successful examples of SaaS applications are Microsoft 

Office 365 [74] and SalesForce.com [75].  Microsoft financial results for 2016 [28] report that monthly 

commercial users of the platform are now over 85 million which is a 40% year-on-year rise.  The number of 

purchased seats and revenue all significantly up on the previous year. Adoption of Office 365 suggests a 

profound shift in the acceptance of enterprise public cloud.  FY 2016 Annual Reports [26] show that 

Salesforce.com achieved $6.67 billion in revenue with a 24% revenue growth for the year. 

The growth of Salesforce and Office 365 is relevant to this study because both platforms deal with information 

which is considered commercially-sensitive to any organisation.  At its core, Salesforce is a customer records 

management (CRM) platform.  It houses personally identifiable information (PII) and data pertaining to orders, 

quotes and other commercially sensitive records.  Office 365 is being adopted by organisations as a replacement 

for on-premise email, file storage and collaboration.  Customers are making a conscious shift to public cloud for 

the storage of their most sensitive information [17]. 
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2.6.2. PLATFORM AS A SERVICE 

Platform as a Service (PaaS) is defined by NIST [32] as “the capability provided to the consumer is to deploy onto 
the cloud infrastructure consumer-created or acquired applications created using programming languages, 
libraries, services and tools supported by the provider”. 

PaaS affords the consumer more control and flexibility than a SaaS implementation.   The consumer is 

responsible for selecting the applications deployed to the platform and the associated configuration of the 

environment.  The CSP retains responsibility for manging the hardware and OS configuration. 

PaaS has been an integral part of the DevOps 10 world we find ourselves in today.  Development and Innovation 

teams are leveraging the agility benefits of PaaS and relying on automated configuration management systems 

such as Chef [76] and Puppet [77] which both treat system, application and security configurations as code 

enabling them to be deployed consistently and rapidly from a central console. 

PaaS should be considered as an enterprise development and deployment ecosystem: “Like IaaS, PaaS includes 
infrastructure – servers, storage and networking – but also middleware, development tools, business intelligence 
(BI) services, database management systems and more. PaaS is designed to support the complete web 
application life cycle: building, testing, deploying, managing, and updating” [78]. 

2.6.3. INFRASTRUCTURE AS A SERVICE 

In an IaaS deployment, compute storage and network resources are owned and hosted by a service provider 

and delivered to the customer.  Of the service models available today, Infrastructure as a Service (IaaS) affords 

the customer the greatest flexibility but with this comes the highest level of responsibility for security.  The 

consumer is responsible for the provisioning of resources for their virtual machines: storage, compute, network 

and memory.  This is not to be confused with the physical installation of hardware.  In an IaaS deployment, the 

customer selects the amount of resource she requires for the workload in question. 

The operating system management is the responsibility of the consumer and with it comes obligation for 

patching and account/service management.  When selecting service models, it is important that a mutual 

understanding of responsibilities exists between the service provider and the customer (Figure 2-7). 

                                                             

10 DevOps is a way of working that emphasises the benefit of cross-team and cross-functional working for the 

delivery of IT services and platforms.  Agile, fluid methodologies are embraced.  Security should be part of the 

cross-functional team.  
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Figure 2-7 Service Models: Responsibilities [34] 

2.6.4. ANYTHING AS A SERVICE 

Anything/Everything as a service (XaaS) is a catch-all model which comes from the fact that the economies of 

scale, performance and elasticity of cloud are driving innovative ways of thinking for the provisioning and 

deployment of technology solutions which were previously reserved for on-premise appliances.  Virtualisation 

and infrastructure convergence introduces the concept of commodity-based computing [79]; organisations are 

purchasing business-services and forgoing the flexibility of selecting hardware, software flavours and 

configuration options for the benefits of cost, consolidation and convenience. 

XaaS can be used to describe any other service-based deployment which doesn’t fall within the “big three” (IaaS, 

PaaS, SaaS) [80].  Common examples that I have encountered are included in Table 2-2: 

XaaS Variant Description 

Desktop as a Service Delivery of virtualised desktop operating systems from the cloud. 

Disaster Recovery as a 

Service 

Outsourcing of all DR-related functionality to the public cloud. 

Identity as a Service Open Authorization (OAuth)/Security Assertion Markup Language (SAML)-

based federation solutions along with cloud-based directory services. 

Table 2-2 XaaS Variants 
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Storage as a Service Cloud-based storage platforms. 

Security as a Service Delivery of security capabilities in the cloud: Network Function Virtualisation 

(NFV), cryptography-as-a-service, Web/Endpoint security as a service. 

Table 2-2 (Cont.) XaaS Variants 

2.7. DEPLOYMENT MODELS 

Today, four deployment models exist for cloud computing.  It is my opinion that these are self-explanatory and 

can be defined in table format: 

Deployment Model Description 

Public For use by the public.  Located in datacentres accessible via public IP networking and 

DNS namespaces.  The focus of this paper. 

Private Provisioning exclusively for a specific organisation.  Datacentres can be located on-

premise or off-premise. 

Hybrid  The composition of two or more infrastructures (Public, Private, Community). 

Community For the use of a specific collection of consumers, generally with a shared interest. 

Table 2-3 Cloud Deployment Models [32] 

2.8. CLOUD REFERENCE ARCHITECTURE AND TAXONOMY 

Architecture is defined by the British Standards Institute (BSI) as the “fundamental concepts or properties of a 
system in its environment embodied in its elements, relationships, and in the principles of its design and 
evolution” [81].  It is not only the individual components of cloud we must understand but the relationships 

between these components.  Architecture provides the organisation with a map, a view of their technology “on 

a page”.  It is imperative that as organisations begin to adopt third party services (CSPs) for the storage and 

processing of their information that they understand the data flows, systems and interfaces that will be 

managing these interactions.  

2.8.1. CLOUD REFERENCE ARCHITECTURE FRAMEWORKS 

The BSI definition of architecture [81] is abstract enough to cover all forms of systems architecture although the 

constituent parts of a cloud deployment differ significantly from legacy technology paradigms. 

Much like an industry ambivalence on the meaning of cloud computing, several architectural approaches exist 

which cover the concepts, actors and capabilities of cloud.  I believe that traceability is imperative when 

assessing the efficacy of an architectural model.  For a cloud architecture to be effective, we must be able to 
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trace business requirements through to technical controls.  Several frameworks exist which satisfy this 

requirement when addressed together. These artefacts are covered in the following subsection(s): 

2.8.1.1. NATIONAL INSTITUTE OF STANDARDS AND TECHNOLOGY  

The NCCRA [41] is a conceptual model which is generic in nature.  It was produced to provide US federal 

government with an effective tool for understanding the terminology, components and operations of cloud 

computing.  The conceptual nature of the model is important; it does not provide any implementation guides 

and is vendor agnostic.  As the guide states “The NIST cloud computing reference architecture focuses on the 
requirements of “what” cloud services provide, not a “how to” design solution and implementation” [41]. 

Figure 2-8 presents an overview of the NIST Cloud Computing Reference Architecture. As you can see: actors, 

functional, service and deployment models are defined: 

 

Figure 2-8 NIST Cloud Computing Reference Architecture [41] 

The NCCRA defines actors and their relationships, it was not designed to cover security requirements.  The 

NCCRA should be thought of a blueprint or a “conceptual architecture” in Sherwood Applied Business Security 

Architecture (SABSA) parlance [82] although the requirements for security are not defined.  The NCCRA defines 

the constituent components of a cloud ecosystem. 

Within “The NIST Definition of Cloud Computing” [32], the components of cloud are broken down as follows: 

• The three types of service models defined in the NIST Reference Architecture: IaaS, PaaS, and SaaS;  

• The four types of deployment models defined in the NIST RA: Public, Private, Hybrid, and  

Community; and  

• The five Actors defined in the NIST RA: Provider, Consumer, Broker, Carrier and Auditor.  

NIST published a Cloud Computing Security Reference Architecture (NCCSRA) to provide a “…comprehensive 
formal model to serve as security overlay to the architecture described in NIST SP 500-292: NIST Cloud Computing 
Reference Architecture” [83]. 
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Figure 2-9 NIST Cloud Computing Security Reference Architecture [83] 

The NCCSRA retains the actors, sever and deployment models but overlays a set of core security requirements.  

The paper does not prescribe technologies nor logical security capabilities.  Much like the NCCRA, references are 

aligned to a conceptual architecture framework. 

This document details a set of processes for applying a Cloud-adapted Risk Management Framework (CRMF).  

The CRMF defines a set of “security components” which are derived from the CSA Enterprise Architecture [84] 

(discussed in the next section) and through leveraging the NIST Risk Management Framework: 800-37 [85].  

2.8.1.2. THE CLOUD SECURITY ALLIANCE 

The CSA Enterprise Architecture is considered both a methodology and a set of tools to assist an organisation in 

their understanding of roles and responsibilities when deploying cloud services.  The Enterprise Architecture 

defines a set of security capabilities and depending on the service and deployment models of the cloud 

application, it presents a set of control objectives for both the customer and the cloud service provider (CSP).  

 

Figure 2-10 CSA Enterprise Architecture [84] 
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The CSA draws upon other established frameworks and architectural models to provide comprehensive 

coverage of the architectural requirements associated with cloud computing.  The CSA Enterprise Architecture 

is broken down into “business domains” which are included below in Table 2-4: 

Business Domain Framework/Model Explanation of Framework 

Business Operation Support Services 

(BOSS) 

SABSA Business-aligned architecture model to deliver 

security architectures at an enterprise and a 

solutions level. 

Information Technology Operation 

and Support 

ITIL IT Service Management Framework used to 

align services with business requirements. 

Presentation, Application, 

Information and Infrastructure 

Services 

TOGAF An enterprise architecture framework which 

follows a sequential and interactive lifecycle 

model for the deployment of solutions. 

Security and Risk Management Jericho Forum Forum setup to address the issues associated 

with organisational deperimeterisation. 

The forum closed in October 2013 citing that 

“deperimiterisation is now an established fact” 

[86].  A pertinent statement in our exploration 

of cloud pervasiveness. 

Table 2-4 CSA Enterprise Architecture Domains [84] 

The CSA documentation provides multi-layered architectural guidance; the Enterprise Architecture allows a 

customer or a service provider to ascertain which actor is responsible for which requirements in a cloud 

deployment.  Unlike NIST, the CSA provides a collection of security controls which are aligned across several 

industry and regulatory compliance frameworks through the CSA Cloud Controls Matrix (CCM) [87] (which we 

will return to in Section 3.7). The CSA model works because it follows an inclusive model, consulting multiple 

stakeholders. 

2.8.1.3. ITU-T – CLOUD COMPUTING REFERENCE ARCHITECTURE 

The ITU-T Y.3502, Cloud Computing Architecture, August 2014 [88] provides a four-layer reference architecture 

for cloud computing.  Having researched several architectures and frameworks for this thesis, it is my opinion 

that ITU-T.3502 provides a model most useful for an enterprise or solutions security architect.  I draw this 

conclusion as the ITU-T.3502 model is multi-dimensional.  It includes layers (or tiers) with which parallels can be 

drawn with n-tier architecture and it also documents a series of functional controls and capabilities which should 

be applied across functional business units within the enterprise.  Figure 2-11 details the layers and functions 

outlined in this section. 
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Figure 2-11 ITU-T Y.3502 Reference Architecture [88] 

The purpose of this section is to identify the improvements our industry is making to provide cloud-first 

reference artefacts.  It is my opinion that no framework could be adopted in isolation and provide 

comprehensive guidance for the adoption of public cloud.  Having said this, all the above referenced frameworks 

provide a security specialist with technology-agnostic support and I encourage any architect looking at a public 

cloud migration to review each artefact. 

2.8.2. TAXONOMY 

A taxonomy is “the study of the general principles of scientific classification” [89].  Taxonomies are not new to 

information architecture or database design.  SABSA [82] introduces the concept of taxonomies to define 

business attributes.  The SABSA model is used within the CSA Enterprise Architecture to define business 

operation support services (Table 2-4). 

Given that we are without definitive agreement on all forms of cloud nomenclature, a cloud computing 

taxonomy seems prudent.  I wanted to understand how much material existed which around cloud taxonomies.  

Academic efforts have been made to define a “taxonomy of cloud computing services” (Figure 2-12) [90] 

although research is limited. 
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Figure 2-12 Taxonomy of Cloud Computing Services [90] 

Microsoft [91] have produced a cloud taxonomy which delineates not only the required components of a cloud 

deployment but also the areas of responsibility between the consumer and the CSP in the case of IaaS, PaaS and 

SaaS.  Responsibility and accountability are areas that the author will explore across Chapter 3 and Chapter 5. 

 

Figure 2-13 Microsoft Cloud Taxonomy [91] 

I assert that this is due to the constantly changing pace of technology that extensive research in cloud 

taxonomies has not been undertaken.  As “anything as a service” becomes more prevalent, these existing 

taxonomies will be considered incomplete and outdated. 
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2.9. CLOUD: NETWORKING AND DATACENTRE DEPENDENCIES 

Cloud computing is currently leveraged to deliver shared service solutions, replacing on-premise applications 

and infrastructure, constructed to support the delivery of services within the data centre. 

As workloads are migrated to the cloud, traditional network architectures are being increasingly less efficient 

and unnecessarily expensive. If our services are no longer in the datacentre, the requirement for local and wide 

area networks lessens. 

Enterprise networks were designed with the data centre as the focal point.  Users worked from head office and 

branch locations, they connected into applications and services at the datacentre over Virtual Private Networks 

(VPNs), leased lines and high-performance technologies such as Multi-Protocol Label Switching (MPLS) [92].  The 

architectural pattern adopted was commonly referred to as a “hub-and-spoke” design (Figure 2-14). 

 

 

Figure 2-14 Hub-and-Spoke Network Architecture [93] 

The hub-and-spoke model is expensive and often complex to manage although the efforts were justified as 

businesses required access to line-of-business applications in the datacentre. 

Public cloud is changing the way organisations access resources.  As applications are moving to the cloud, the 

requirement for inter-site communication over dedicated networking infrastructure is lessening [94].  

Technologies such as Software Defined Wide Area Network (SD-WAN) are gaining popularity in the enterprise 

due to the surge in public cloud adoption.  With SD-WAN, organisations are looking to leverage commodity 

Internet connections where possible, thus minimising expensive MPLS or leased circuits.  SD-WAN technologies 

provide intelligent routing of traffic deciding which communications really need to be communicated over 

private lines and which can be routed “direct to Internet” (Figure 2-15). 



 
39 

 

Figure 2-15 SD-WAN Overview [95] 

2.10. CONCLUSION 

The term cloud computing means many things to many different people.  The definitions provided within our 

industry vary and are nuanced, although the attributes of service-orientated, elastic, ubiquitous (access) and 

scalable are resident within most characterisations of cloud. 

Cloud computing is a complex ecosystem with many moving parts: actors, deployment models, reference 

architectures, service models and taxonomies.  

Across my research, it became evident that cloud security standards have matured considerably over recent 

history.  In the interests of project scope, a section regarding cloud standards was removed although it is worth 

acknowledging that many industry and academic organisations have invested time and effort in providing 

important artefacts to improve the reliability and security of cloud models [96].  Traditional thinking suggests 

that cloud adoption requires a concession in the organisation’s ability to standardise and audit.  A view that 

organisations must accept a “patchwork of cloud standards” [97].  Perhaps this position was valid five years ago, 

I do not believe it is defensible today.  Organisations will need to amend their processes and train their people 

to audit cloud in new ways (via new standards) but this cannot be considered a risk/vulnerability of cloud and 

will not be discussed further in this paper.   

History suggests that technology paradigms come-and-go.  What is flavour of the month today is often displaced 

through a combination of technology advancement, Moore’s Law11 and vendor innovation although it is unlikely 

that cloud computing is a passing trend.  It is predicted that the “we don’t do cloud” policy rhetoric will soon be 

as outdated as an organisation adopting a “no Internet” policy [10]. 

The business benefits of cloud are well documented [51] although less focus is placed on the security benefits 

of cloud computing which as I have outlined in this chapter, are often as powerful a justification for cloud 

adoption as those associated with elasticity or cost saving.  By deploying security capabilities in the cloud that 

are horizontally distributed across multiple locations, organisations significantly improve their ability to provide 

                                                             

11  Moore’s Law refers to exponential growth in processing power.  Gordon Moore (1965) observed that 

transistors-per-inch on integrated circuits have doubled every year since their invention.  The term is now 

colloquially used to describe a general exponential growth of computing power. 
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resilience and defend against denial of service attacks.  The distributed nature of cloud computing also provides 

a vehicle for the dissemination of threat intelligence information which shortens the time from malware 

discovery to defence propagation. 

If cloud is here to stay then, as security professionals, we need to ensure that our organisational processes and 

people are trained to embrace cloud services in a secure, repeatable fashion.  The essential characteristics of 

cloud can, and are [34], debated regularly although elasticity, rapid provisioning and shared resources require 

new approaches to securing organisational data. 

The chapter closes by repeating that cloud means many things to many people; with the explosion of the Internet 

of Things (IoT) and enterprise adoption of cloud services for line of business applications, public cloud adoption 

will continue to grow.  With such diversity of use case and global coverage, my preliminary assessment is that 

attempting to define standards, threat models and taxonomies for cloud is significantly more onerous that 

established computing paradigms.   
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3. CLOUD RISKS 

What is Risk?  Risk is inherent in our daily lives.  As human beings, we take both conscious and unconscious risks 

every day.  A lot of research has been undertaken around the human appetite for risk and the contributing 

factors that make one risk palatable while others are considered “too risky”.  Gardner [98] draws on prominent 

theories for the explanation of risk decisions suggesting that, as human beings, we are driven by “the example 

rule” [98, pp. 18-19] – risks which we can immediately recall as local or relevant to us are treated as 

fundamentally “more likely”.  Gardner’s assertion would therefore suggest a “catch 22” situation in our 

understanding and acceptance of public cloud: the more frequently we discuss the purported “risks of cloud”, 

the more likely we are to deem cloud as “risky”.  As humans, we are predisposed to “confirmation bias”; the 

tendency to interpret information which supports our preconceptions. 

How do we address risk in an information security context?  More specifically, how do we address information 

risk in a cloud context?  Organisations cannot make risk-based decisions without understanding the actors and 

relationships involved in their ecosystem: “Understanding the relationships and interdependencies between the 
different cloud computing deployment and service models is critical to understanding the security risks involved 
in cloud computing” [83]. 

This chapter will look at the risks which present themselves with cloud computing.  The objective of the chapter 

is to define what we mean by risk and identify those risks which are present specifically because of the 

architecture of cloud computing.  A lot has been written around the risks of cloud computing with Wisegate [99] 

suggesting over 50% of organisations believe the risks are just too great for certain types of information.  Given 

our discussion regarding the sharp increase in public-cloud adoption for sensitive information (Section 2.6.1), 

there is clearly an inconclusive position. Industry research like that of Wisegate seems to contradict the 

quantitative adoption figures provided by cloud vendors [28, 26]. 

Does cloud introduce new forms of risk which didn’t exist in previous computing ecosystems?  It is important 

that we understand how many of these are unique to cloud and a result of the intrinsic nature of cloud 

architecture.   

Before it is possible to explore cloud risks, it is critical that the concept of risk is understood.  Too often the terms 

“risk”, “threat” and “vulnerability” are used interchangeably thus making pragmatic risk analysis impossible and 

management decisions opaque. 

This chapter will explore information risk management frameworks and assess their suitability for cloud 

computing. We will define what we mean by “information risk” and clarify what threats and vulnerabilities mean 

and where they fit into a risk equation.  In this chapter, I will present a classification scheme for cloud 

vulnerabilities and threat events to delineate between issues which are a direct result of public cloud and those 

which are applicable to both cloud and non-cloud environments. 

3.1. WHAT IS RISK? 

It is important to understand risk from multiple perspectives; Dinu’s [100], definition of risk is from an economic 

lens: “Risk is defined as the probability or threat of damage, injury, liability, loss, or any other negative occurrence 
that is caused by external or internal vulnerabilities, and that may be avoided through pre-emptive action”.  Dinu 

asserts that risk may be avoided through planning and application of safeguards in advance of an event.   

Pritchard’s [101] philosophical definition is generic enough for a layperson to understand the concept: “…a 
potential unwanted event, where its riskiness is measured in terms of the probabilistic likelihood of it occurring, 
such that the higher the probability in question, the more risky the event”.  Whilst probability of an unwanted 

event is an imperative consideration, I assert that impact is also a mandatory factor in any risk equation.  The US 
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Department of Homeland Security (DoHS) defines risk as “the potential for an unwanted outcome resulting from 
an incident, event, or occurrence, as determined by its likelihood and the associated consequences” [102].  

The DHS further elaborates on risk through their “Risk Lexicon” which is a comprehensive set of terms and 

meanings around the practice of risk management (Figure 3-1).  Importantly, the Risk Lexicon identifies the 

psychological aspects of risk and whilst the DoHS Lexicon is not focused on information or cyber risk, the 

components are consistently used within risk management methodologies associated with our industry. 

 

Figure 3-1 DHS Risk Lexicon [103] 

Risk nomenclature varies across industry and academic bodies, I was surprised to see that all the DoHS Risk 

Lexicon was appropriate for a conversation regarding information risk.  Of the 73 attributes, only the elements 

pertaining to a “hazard” could be contentious in a cyber context; hazards are commonly associated with 

circumstances “…perceived to be capable of causing harm or costs to human society” [104].  As explained in 

Section 2.3.1, cloud systems are increasingly being leveraged to deliver transportation and healthcare services, 

I assert that altering the confidentiality, integrity or availability of information within these systems could cause 

harm to human society. 

Figure 3-2 diagrams a commonly accepted risk equation at its most foundational level.  For a risk to occur, we 

need to apply qualitative or quantitative analysis measures to ascertain how likely the risk is to occur and what 

is the impact to the organisation if this happens.  Impact is often associated with financial loss although impacts 

can be reputational, operational, legal and/or health and safety related.  In an information security content, 

impact is generally assessed through a formalised process of data classification and business impact assessment 

(BIA); failure to classify information and understand its importance to the enterprise results in an inability to 

apply commensurate people, process and technology controls to information.  This is a fundamental 
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vulnerability and given the need for stakeholder engagement outside of IT, one which is (in my extensive 

experience) overlooked in organisations. 

 

Figure 3-2 Generic Risk Equation 

Other definitions exist which see risk as potentially positive.  The International Organisation for Standardisation 

(ISO) takes a simplistic definition being “the effect of uncertainty on objectives” [105].  This definition is 

interesting as it implies that risk isn’t always a negative.  The Information Security Forum subscribes to the ISO 

definition as part of their Information Risk Assessment Methodology (IRAM2) (covered in Section 3.5.1) and 

IRAM2 explicitly states “this definition of risk implies that risk is not necessarily negative; in fact, it recognises 
some risks could result in organisations exceeding their objectives” [106]. IRAM2 [106, p. 3] goes on to define 

“information risk” specifically and this does always have a negative consequence: “Information risk is the risk of 
loss to an organisation resulting from the compromise of certain attributes of its information assets, namely 
confidentiality, integrity or availability”.  Having reviewed available literature on the subject, I assert the 

following: 

1. In a general context, risk can have both positive and negative connotations. 

2. When discussion information risk, the exposure relates to the compromise of confidentiality, integrity 

and/or availability of information as is always negative.  

The ISF’s definition of information risk most appropriately defines the challenges we will be exploring in this 

paper.  IRAM2’s updated definition used to define information risk brings with it a more granular risk equation 

(Figure 3-3). 

 

Figure 3-3  IRAM2 Information Risk Equation [106] 

Multiple industry/academic organisations share the ISF’s view of information risk.  The NIST Guide for 

Conducting Risk Assessments [107] outlines a generic risk model which adopts an almost identical set of steps 

in assessing risk (Figure 3-4): 
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Figure 3-4 NIST Generic Risk Model [107] 

For the purposes of my analysis, either the IRAM or NIST models could be used.  I have decided to continue with 

the ISF IRAM2 model as it provides the necessary granularity to assess control strength and includes threat event 

and actor capabilities which are required for our assessments of resource isolation in Chapter 4. 

For completeness, I have included reference to the Information Systems Audit and Control Association (ISACA) 

Cloud Risk Assessment Framework (CRAF) [108].  The CRAF was the only “cloud-specific” risk framework I 

discovered across my research.  The CRAF looks to amalgamate information from several distinguished industry 

resources [109, 110, 35] although as a framework which can be practically applied for the assessment of threats 

and vulnerabilities pertaining to cloud, I found it to be too theoretical.  This artefact should be reviewed by 

anyone looking at ways to measure and classify cloud risk (defining impact) although in my opinion assessing 

likelihood via the CRAF is problematic and prone to error. 

3.2. RISK ASSESSMENT 

“... For operational plans development, the combination of threats, vulnerabilities, and impacts must be 
evaluated in order to identify important trends and decide where effort should be applied to eliminate or reduce 
threat capabilities; eliminate or reduce vulnerabilities; and assess, coordinate, and deconflict all cyberspace 
operations...” [107]. 

The National Strategy for Cyberspace Operations 
Office of the Chairman, Joint Chiefs of Staff, United States, Department of Defence 

Risk cannot always be avoided, nor necessarily is risk-avoidance the desired result.  Avoiding risk entirely will 

often render a business without the opportunity to leverage the benefits that an opportunity may bring.  Gartner 

[111] notes that this is particularly pertinent for cloud: “Failing to analyse cloud risk will result in missed 
opportunity and/or unacceptable risk to the business. Risk management is a mature discipline that can determine 
how much cloud risk is acceptable”.  ENISA [35] takes a similar view stating “Risk should always be understood 
in relation to overall business opportunity and appetite for risk – sometimes risk is compensated by opportunity”. 
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It is imperative that organisations take balanced risk decisions and that risk is managed; this does not necessary 

mean “avoided”.  What organisations need is pragmatic risk management.  Fundamentally, risk can be handled 

in four ways which are covered in Table 3-1: 

Risk State Explanation 

Avoided Risk is identified and measures are taken to avoid the risk entirely.  If organisations attempt to 

avoid all risks, business productivity is likely to be impacted. 

Mitigated Measures are taken to lessen the impact or likelihood of a risk.  Controls can be applied which 

lessen the impact or likelihood of an event. 

Transferred The risk is transferred to a third party.  This may be another person or department in the 

enterprise or through the purchase of insurance12 

Accepted The business takes the decision to accept the risk. 

Table 3-1 Risk Status [112, p. 42] 

Risk assessment is the process by which an organisation decides upon the risk action to take in a specific 

situation.  Assessing risk provides context and relevance to an organisation.  Organisation A may decide that a 

risk needs to be avoided at any cost, Organisation B might decide the risk can be accepted or perhaps mitigated 

through the inclusion of controls.  Risk assessments fall into two key categories: 

3.2.1. QUANTATITIVE RISK ASSESSMENT 

Quantitative risk assessment comes into play when we can map a dollar amount to a specific risk [113]. 

Through quantitative risk assessment, a numerical quantity or amount can be expressed and assigned to a risk.  

In quantitative analysis, statistics are gathered and used to determine the probability of a threat event occurring.   

Quantitative risk assessment is well-suited to environments and industries with rich statistical data over 

extended periods.  The home and life insurance industries operate via quantitative means to assess likelihood 

of burglary or life expectancy of their customers.  Trend data exists for these events and reaches back for 

centuries; the same cannot be said for cyber security. 

Quantitative analysis is practical when we are looking to obtain a monetary value figure.  It is best-suited to 

qualify impact (over likelihood).  Organisations should follow a process of data classification and Business Impact 

Assessment (BIA); during these activities, a financial value is often placed on data records.  A more coarse-

grained approach is to understand penalties from regulators for a data breach or non-compliance with a 

                                                             

12 Cyber Insurance is growing in popularity.  Organisations are taking out policies to cover losses in the event of 

a breach of information.  Whilst appealing to customers, the ability to apply quantitative likelihood equations is 

onerous for insurers and impacts are impossible to estimate; this is resulting in punitive premiums and a slow 

uptake by organisations [237] 
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standard.  If an organisation’s file server has 1000 records of customer data and the cumulative cost per record 

of a breach is $158 [114] then value can be assigned as a worst case financial impact.  Quantitative assessment 

leaves a smaller margin for error although it is not always practical.  

A good example where quantitative risk assessment can be used in a cyber context would be to ascertain the 

likelihood of a cyber-attack emanating from a country; this is measurable information which can be extracted 

from a Security Information & Event Management (SIEM) system.  Unfortunately, organisations can only 

measure what they are managing.  The collection of all sensor information, for all technology systems is 

expensive and often cumbersome.  History of an event occurring should not be a unilateral factor in a likelihood 

calculation which is why qualitative analysis is almost always used to support quantitative figures. 

3.2.2. QUALITATIVE RISK ASSESSMENT 

Most information and cyber risk assessments rely on information from the qualitative category.  A qualitative 

risks assessment requires a subjective evaluation and should be performed by a subject matter expert (SME). 

It is often impossible to analyse quantitative data to assess the likelihood of an organisation experiencing a 

compromise of their data.  In an ideal world, the security professional would provide a percentage likelihood of 

a data breach although cyber security presents a volume of variables which cannot be suitably measured as 

absolutes.  For example: 

• Attribution of threat actor location is onerous due to anonymising services and botnets. 

• Security control strength and application consistency varies across organisations. 

• Forensic breach analysis information is not publicly provided. 

Qualitative risk analysis relies on expertise and previous experience to ascertain the likelihood and impact of 

data breach.  It is important to acknowledge that qualitative analysis should still follow a repeatable framework 

for risk management. 

I will continue with our data breach example in Section 3.2.1 to exhibit the need for qualitative analysis: 

If we assume a level of volatility in the number of data records on a file server, the ability to apply a financial 

figure is impossible.  It is also impractical to apply a “worst-case” rating to all risks.  Threats to an organisation 

must be prioritised and prioritisation is achieved through understanding how likely a risk is to occur.  The 

application of controls to mitigate the impact of risk are almost always considered; this process also increases 

the subjectivity of our analysis and moves the onus to qualitative analysis.  Industry models such as NIST 800-53 
13 and ISF IRAM2 rely on qualitative analysis.  Figure 3-5 details ENISA’s qualitative risk analysis model which 

takes a conventional risk metrics, impact and likelihood, and provides qualitative ratings for each category.  

Another common scoring system is to use “low, medium and high”. 

                                                             

13 800-53 uses the definition of “semi-quantitative” for risk calculation although expertise and industry 

experience are still required to produce meaningful data.  This is therefore a qualitative approach.   
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Figure 3-5 ENISA Risk Ratings [35] 

The time has been taken to call out risk assessment categories as in later chapters, an exploration of cloud-

specific threats and vulnerabilities will take place.  It is the author’s hypothesis that our industry focuses too 

heavily on inherent impact (explained in Section 3.7 ) and avoids the qualitative assessments needed to make 

balanced risk decisions.  If mature organisations in all industry verticals are migrating to platforms such as Office 

365 and Salesforce.com, we cannot say that the likelihood of a data breach is any higher than an on-premise 

solution.  These organisations invariably have established risk management and information security functions 

which systematically assess all technology projects.   

Hypervisors and virtualisation (core to public cloud, see Chapter 4) are relatively new technologies and introduce 

vulnerabilities which were previously not applicable in a world of physical appliances.  It is important however 

that we understand the likelihood of a vulnerability being exploited.  I will continue to support my assertion 

through the application of the IRAM2 model in Sections 4.8, 4.9.  I will apply a qualitative risk analysis across the 

actors, threats and vulnerabilities which apply to public cloud. 

The security benefits outlined in Section 2.3.2 cover compelling (security) improvements through public cloud 

adoption and they certainly go a long way to mitigate the inherent impact of a vulnerability being exploited. 

3.3. HOW DOES THIS APPLY TO CLOUD? 

Qualitative versus quantitative is only one of the many considerations for risk assessment in information 

security.  Different industry bodies categorise the types of risk association with information risk in several ways.   

Another consideration is the scarcity of “cloud-only” risk assessment methodologies.  As I will subsequently 

outline, perhaps this is related to a lack of genuine “cloud-only” risks.  

Gartner [111] defines a series of cloud-specific risks (Table 3-2).  Gartner’s categorisation is thorough and 

decomposes cloud risk into five areas: agility, compliance, supplier, availability and security.  It is my opinion 

that the Gartner classifications introduce confusion and complexity.  Risk, in the context of this paper, is the loss 

to an organisation resulting from the compromise of the confidentiality, integrity and/or availability of data. 

Gartner’s separation of “security” into a specific category suggests that information security should be 

considered in isolation, it is my opinion that failure to manage risk in the four other categories could impact the 

confidentiality, integrity and/or availability of information.  



 DEMYSTIFYING THE RISKS OF PUBLIC CLOUD COMPUTING | Christopher J Hodson 

 
48 

Table 3-2 Gartner Cloud Risk Categories [111] 

Gartner’s view serves to evidence the subjectivity of the risks associated with cloud along with the importance 

of context and applied risk management.  I believe that equally compelling argument could be proposed which 

argues a diametrically opposite position for each of their five categories (Table 3-3).  This highlights the 

subjectivity of opinion regarding public cloud. 

Table 3-3 Security Benefits Categorisation  

Risk Category Description 

Agility The ability of the cloud service to provide the features, functions, forms and levels of 

service that are necessary to meet business requirements, both immediately and 

over time. 

Compliance Legal requirements may be mandated by regulators or through a contract. This may 

take the form of very specific requirements or restrictions on how specific forms of 

data may be used in the public cloud, and it may also take the more ambiguous form 

of a standing requirement to be able to demonstrate an appropriate level of 

attention to risk assessment and control.  

Supplier The public cloud market is highly competitive and capital-intensive, which makes 

many cloud service providers (CSPs) financially fragile. CSP business failures have 

occurred on short notice  

Availability Availability of service and data such as unrecoverable data loss or service disruptions. 

Contingency planning is not always practical for every form of cloud service. 

Security Broad category that legitimately means different things to different organizations, 

but generally this addresses the limiting of access to data, and the protection of data 

from hostile acts that would impact confidentiality, integrity or availability.  

Benefit 
Category 

Description  

Agility Cloud computing reduces time-to-market and allows for service provision in multiple 

datacentres.  Capabilities such as Amazon Elastic IP improve failover and migration 

scenarios whilst VM cloning allows for almost instantaneous standing up of instances in 

multiple geographies. 
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Table 3-3 (Cont.) Security Benefits Categorisation  

ENISA is a centre of expertise for cyber security in Europe [116].  ENISA have dedicated time to produce many 

advisories covering cloud computing and risk management.  ENISA documents a top ten set of risks for cloud 

[35, p. 9].  They further break cloud risks into a model which closely aligns to people, process and technology; a 

structure common to information security when discussing risks and controls.  Their more detailed analysis 

covers 23 “Risks” which are covered in Table 3-4. 

Risk Category Description 

Policy and 

Organisational 

Vendor Lock-In | Governance| Compliance | Reputation | Service Termination | 

Acquisition | Supply Chain Failure 

Technical Resource Exhaustion | Isolation Failure | Malicious Insider | Interface Compromise | Data 

Interception | Data Leakage | Insecure Data Deletion | Denial of Service (DDoS) – 

Distributed/Economic | Loss of Encryption Keys | Malicious Probes | Compromised Service 

Engine | Hardening Conflicts 

Legal Subpoena and E-Discovery | Changes of Jurisdiction | Data Protection Risks | Licensing 

Risks 

Table 3-4 ENISA Risk Categories [35] 

Cloud computing can multiply the impact or likelihood of an existing risk but as the ISF defines, information risk 

is concerned with the compromise of the confidentiality, integrity and/or availability of data.  Cloud arguably 

introduces new threat actors, threat events and vulnerabilities.  If an enterprise can understand these three 

factors, they can take a balanced approach to risk management.  As NIST, ENISA and ISF all define, for a risk to 

occur, we need a threat and a vulnerability.  A threat without a vulnerability isn’t a risk.  Equally, a vulnerability 

without a threat actor isn’t a risk.  

Compliance Amazon Web Services [20] provide cloud environments which are pre-validated against 

regulatory compliance frameworks.  Deployment of solutions into specific AWS regions 

ensures that data can be retained within a specific geography [115].  

Supplier Broad selection of SaaS, PaaS and IaaS suppliers drives commercial competitiveness and 

technology innovation. 

Availability Services available in multiple geographies, with in-built failover and redundancy.  AWS 

provides Availability Zones and Regions for this purpose. “Regions” are leveraged to 

manage latency and availability zones provide redundancy in region through connections 

to multiple ISPs and power grids [115] 

Security Refer to Section 2.3.2.  A compelling case is presented that suggests public cloud improves 

an organisation’s security posture.   
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Wilhelm [117] provides a succinct definition regarding the differences between a risk and a threat: “In its 
simplest terms, a threat is something that can do damage to a system (such as malware).  The risk describes the 
likelihood and impact of the threat…”. 

Taking our agreed definition of risk, we can define that for all risks of cloud, the risks are to the compromise of 

confidentiality, integrity and/or availability of data.  The impact can be financial, reputational, legal or regulatory, 

operational or health and safety.  I will continue to discuss how impact is altered in a public cloud model. 

 

 Figure 3-6 Cloud Information Risk Categories 

The risks in Figure 3-6 would be risks for an organisation whether applications and infrastructure were deployed 

on-premise or in the public cloud.  It is important to differentiate between what a risk is and the impact and/or 

likelihood of a risk occurring.  The recent (February 28th, 2017) outage with Amazon’s Simple Storage Service 

(S3) infrastructure serves well to illustrate my point: 

Through routine debugging activity, an incorrectly entered command caused catastrophic availability 

implications for Amazon S3 in the “US-EAST-1” Region on 28th February 2017 [118].  This unintentional IT mistake 

(debugging of a billing system) meant that customers who relied on S3 resources in that region were taken 

offline for several hours.  Amazon’s thorough incident report explaining that errors in people and process are 

simply unavoidable [119] and it is important that service restoration occurs as quickly as possible. 

If we objectively consider the components of this risk equation, we see that there is nothing unique about the 

threat actor, the threat event or the vulnerability associated with the S3 outage.  An accidental (Figure 3-9) 

threat event (misconfiguration), exploited a vulnerability (user error) to cause business impact although the 

repercussions were widespread causing outages across the Internet [118].  Will such a high-profile outage at 

Amazon cause organisations to validate existing confirmation bias in relation to public cloud security?  

Gigerenzer [120] (Section 3.3.1) discusses the human predisposition to disproportionately weight high-impact, 

low-likelihood attacks over those which more frequently occur.  Cloud outages at mature CSPs happen very 

rarely and services are recovered quickly. 

We can draw on another technological parallel when discussing risks, threats and vulnerabilities which are 

applicable for cloud:  Online fraud/cybercrime is now the most common crime in the United Kingdom with 

almost one-in-ten people falling victim [121, 122].  “Online/electronic crime” no longer requires delineation 

from “crime”.  Criminals are using technology to carry crimes which were previously performed in person; 
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technology being the mechanism for delivery.  Card skimming used to be an activity carrying a high likelihood of 

detection as “skimmers” needed to be added to ATMs, our online world has created skimming 2.0 where an 

attacker can achieve the same outcome without the need for physical hardware [123]. 

In Section 4.3, I will discuss the attributes of modern computing although it is appropriate here to highlight that 

many of the vulnerabilities and threats outlined for cloud, were documented at a time when virtualisation and 

“cloud-like” technologies had not reached the prevalence they have in 2017.  This embryonic phase meant that 

organisations who were early-adopters carried the risks of trial-and-error associated with any nascent solution.  

As we will return to in Chapter 5, public cloud platforms are now capable of offering comparable security 

technologies to those housed in a customer’s data centre. 

NIST [107, p. 10] introduce a concept that I assert is directly applicable to public cloud computing – a 

predisposing condition: “A predisposing condition is a condition that exists within an organization, a mission or 
business process, enterprise architecture, information system, or environment of operation, which affects (i.e., 
increases or decreases) the likelihood that threat events, once initiated, result in adverse impacts to 
organizational operations and assets, individuals, other organizations, or the Nation”.  I discovered the term 

“predisposing condition” after I defined “exacerbated by cloud” although NIST’s definition validates my opinion. 

Multitenancy is a trade-off; organisations benefit from the elasticity, cost and performance benefits of a shared 

service although the impact of a breach of CIA in one tenant could impact others (tenants).  This paper will 

attempt to assess the likelihood of this occurring. 

If cloud does not bring with it unique risks, why is there so much academic and industry information citing the 

“risks of cloud”?  I assert that this could be a result of a fear of the unknown.  Cloud is a new paradigm and brings 

with it new ways of working.  The cost and efficiency savings associated with cloud naturally bring with them an 

opportunity for organisations to downsize staff numbers; cloud facilitates vendor consolidation, the removal of 

on-premise appliances and a reduction in Wide Area Network (WAN) traffic.  These factors ultimately improve 

efficiencies and allow organisations to reduce staffing levels.  In the same way turkeys do not vote for Christmas, 

those who maintain appliance-based, on-premise architectures are unlikely to espouse the benefits of low-

maintenance, public cloud platform. 

We will take the consistent components of the NIST and ISF models for our research and critically review the 

threats and vulnerabilities associated with cloud computing. Cloud certainly introduces inherent and specific 

vulnerabilities although there are far fewer which are directly a result of public cloud adoption than appears 

with a cursory glance.  The impact of these “new” vulnerabilities are however significant which further supports 

the need to better understand likelihood.  It is also my opinion, which I will support in Chapter 4, that the 

likelihood of vulnerability exploitation, by a selection of prevalent threat actors, is significantly less probable for 

public cloud vulnerabilities than more traditional attack vectors that we see in existence today.  

To frame the conversation in Chapter 4 and better qualify my above assertion, Figure 3-7 depicts the 

components involved in understanding a cloud risk assessment framework.  These components have been 

gathered from both 800-30 [107] and IRAM2 [106]  The diagram identifies areas of “Cloud Focus” which I feel 

identifies the components of the risk equation which materially change because of (public) cloud: Threat actors 

remain broadly as they were before public cloud adoption.  Actors and their associated events are either 

adversarial or accidental in nature.  Public cloud has not introduced a new category of threat events; in an 

adversarial context, an actor needs to apply similar offensive methods to those she would have used on-premise.  

A similar situation exists for accidental events; fundamentally, user error is user error and the misconfiguration 

of a server could occur irrespective of the location of the instance.  The categories of risk remain as they were 

pre-public cloud.  So, what changes to the risk model has public cloud introduced?  Public cloud exacerbates the 

impact of several “common” vulnerabilities which are exploited by threat events.   
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For my study, I will break cloud threats into three areas (Table 3-5): 

Category Description 

Unique to Cloud Threats which do not exist in previous computing models – I aim to prove that these are 

scarce but warrant explicit attention. 

Exacerbated by Cloud Threats made inherently and inextricably more severe through cloud: Limited and 

acknowledged in this work. 

General Threats which may reside within the environment but cloud residency is not a 

consideration.  I will aim to prove that this covers most vulnerabilities prevalent in 

computing today. 

Table 3-5 Threat Classification 

In the interests of retaining the focus of my argument, I have documented an Appendix A: ENISA Cloud 

Vulnerability Assessment  where I will address each “cloud vulnerability” raised (by ENISA) and analyse if it is 

exacerbated by public cloud. 

While I believe that public cloud does not introduce a wave of new vulnerabilities, the impact of resource sharing 

between different organisations means that there is a “by proxy” or secondary impact to consider which was 

never applicable in an on-premise deployment.  It is therefore critically important that we can evidence the 

following factors: 

• The likelihood of exploiting the architecture of resource sharing is small enough to have the associated 

risks “accepted” by the organisation. 

 

• The application of security controls suitably “mitigate” the risks to a level palatable for the organisation. 

 

Figure 3-7 Cloud Risk Ecosystem 
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3.3.1. FEAR OF CLOUD 

Quantitative and qualitative risk assessment methodologies provide organisations with set of holistic methods 

to assess and quantify risk in their own environments.  What cannot be overlooked in any assessment of risk are 

emotion, fear and self-preservation.  Essentially, the innate characteristics we take from our ancestors. 

Across the months that followed the atrocities of September 11th 2011 [124], there was a significant drop in the 

number of passengers travelling on aeroplanes.  The very visceral impact of the events that day caused people 

to feel safer in other forms of transport.  

Gigerenzer asserts that people tend to fear what he calls “dread risks”: low-probability, high-consequence but 

with a primitive, overt impact.  In 2004, his study entitled “Dread Risk, September 11, and Fatal Traffic Accidents” 

[120] pulled figures from the months and years before 9/11 and those immediately afterwards.  Gigerenzer 

proves beyond reasonable doubt that the events of 9/11 caused more people to travel across the United States 

(US) via automobile rather than take a flight.  This increase in road travel resulted in an increased number of 

cars on the road and consequentially road traffic accidents which resulted in fatalities.  Whilst Gigerenzer proved 

through statistics that flying was considerably safer than getting in a car, people feel safer in cars.  This myopic 

approach to risk management has parallels in the world of cloud; I acknowledge that the inherent impact of a 

cyber-attack is significantly increased if multiple tenants share the same infrastructure although the likelihood 

of such an attack via means exclusive to public cloud is drastically lower than, say, credential theft or a watering 

hole attack [125]. Based on my research and risk processes followed in Chapter 4, it appears that an aversion to 

public cloud is not based on measured risk or pragmatic assessment of likelihood. 

3.4. CLOUD THREAT ACTORS 

It is important that we consider the different threat actors involved in a public cloud environment.  Shostack 

[126] explains that cloud computing does introduce new threats actors: 

Cloud Threat Actor Description 

CSP Insider Staff at the third-party - The employees of the cloud service provider 

Cloud Tenant Users A user or administrator capable of exploiting a vulnerability in the cloud ecosystem 

to compromise another tenant. This user could be an administrator of the cloud 

platform or another customer of the service. 

Table 3-6 Cloud Threat Actors [126] 

Shostack identifies new actors although malicious and accidental insiders and administrators have existed as 

established threat actors for as long as information risk management has been a discipline.  The CSP insider is 

simply an insider: someone with a greater level of privilege and physical access than a traditional external, 

malicious individual or group.  Whilst not downplaying the significance of insider threat, the insider being CSP 

based does little to change their motivations or capability.  I would agree that the impact to accidental or 

nefarious activities could be exacerbated although it is important to remember that security controls should be 

deployed commensurate with the sensitivity of the information being stored or transmitted in the public-cloud 

environment. 

Shostack suggests public cloud introduces new actors because “when you move your data or operations to 

someone else’s cloud, you add a trust boundary” [126].  This is true from a legacy threat modelling perspective 



 DEMYSTIFYING THE RISKS OF PUBLIC CLOUD COMPUTING | Christopher J Hodson 

 
54 

but the class of actor is “malicious insider” irrespective of location.  Shostack’s assertion is also predicated on an 

ability to apply network-based security.  As enterprise adoption of public cloud continues to grow [26, 25] and 

sophisticated cyber-attacks continue to achieve success, the traditional “network boundary” or perimeter 

becomes opaque and of limited efficacy.  Forrester going as far as to say that defining trusted interfaces is now 

impossible [127].  If trust is impossible to achieve and industry analysts are recommending a “Zero Trust” model 

[127] then I assert that we are better placed applying a consistent set of security controls based on information 

sensitivity irrespective of location.  This is increasingly pertinent as traffic patterns are progressively moving 

away from the data centre and towards cloud services [25].   

The security controls required for an accidental or malicious actor should not change based on their location or 

residency.  In the same way that a remote working connecting via a Virtual Private Network (VPN) should equally 

be afforded the same security controls and consistent operating experience.  I wanted to understand if security 

controls were more robust for an on-premise accidental threat actor than that of a CSP insider?  More 

specifically, the process controls associated with vetting of staff.  My rationale being that the more thorough the 

background checks, the better our ability to assess likelihood of initiation (LoI) (please refer to Section 4.7.1 for 

a detailed explanation of LoI).  A natural conclusion to draw would be that controlling the vetting process would 

provide better visibility and control over staff; however, again using Amazon as our test case, the scale and 

completeness of their vetting service is exemplarily and so the AWS operational implementation of least 

privilege.  AWS perform full vetting and background checks on all staff in-line with their multitude of regulatory 

compliance attestation.  Staff have no logical access to customer instances and all control plane (management 

of cloud) access is strictly limited and monitored through bastion hosts, principal of least privilege and zoned 

data centres). [128] 

Having researched the subject, I share a similar view regarding Shostack’s second category: Cloud tenant 

users/admins.  This category of actor would not be present in an entirely on-premise implementation.  Tenant 

users could be accidental or malicious in nature.  Cloud tenant abuse only becomes an issue if avoidable 

vulnerabilities are present in the cloud ecosystem.  I will present these across Chapter 4 and will include the 

appropriate mitigations and compensating controls.  With regards to customer instance management (example: 

IaaS resource allocation) management interfaces for cloud services should appropriately logically secured.  A 

tenant from one organisation should be without a route to impact the posture of another tenant.   

The ISF IRAM2 breaks threats, and consequential actors, into three categories:  Malicious, Accidental and 

Environmental (Table 3-7): 

Threat Actor Category Description 

Adversarial Malicious actor.  Deliberate and nefarious actions against the enterprise. 

Accidental Related to unintentional action by the threat actor. 

Environmental Threats which are initiated through factors and elements outside of the 

enterprise.  Man-made and natural hazards fall into this category. 

Table 3-7 Threat Actor Categories 

NIST supports the above categories and adds “structural” which is defined as “failures of equipment, 
environmental controls, or software due to aging, resource depletion, or other circumstances which exceed 
expected operating parameters” [107]. Environmental and structural threat categories are categories of threats 
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which are essentially a combination of actor and threat event.  Environmental threat events are technically 

speaking of an accidental categorisation although they are not initiated through a physical actor.  Structural and 

Environmental are two areas which are certainly improved by cloud computing.  The author was unable to find 

information to the contrary.  Keeping with our AWS scope, the structural and environmental benefits of public 

cloud are clearly visible.  As I covered in Table 3-3, Availability Zones and Regions provide an organisation with 

tenant residency in multiple public datacentres without the cost and operational overhead of managing private 

locations.  The redundant architecture of AWS makes it inherently more capable of sustaining an outage than 

an organisation relying on a private datacentre architecture.  

The pre-existing categorisations of adversarial, accidental, environmental and structural fit the cloud model and 

require no amendments.  Cloud does introduce new actors into existing categories, namely Cloud Insider and 

Co-Host User although these are instances of existing categories.  If a service was hosted by a third party in their 

data centre, the categorisation would remain identical.  It is not public cloud that introduces the category of 

actor although I acknowledge that exploitation of a vulnerability initiated by one of these actors would be 

exacerbated by public cloud due to the multitenant architecture.  Multitenancy will be covered in detail in 

Chapter 4.   

3.5. CLOUD THREAT EVENTS 

For the purposes of risk analysis and control selection, it is important that cloud threats events are decomposed 

into a series of appropriate categories.   A threat event is the action or lack thereof of a threat actor. 

The ISF and NIST both explicitly define a series of adversarial and accidental threat event categories and it is my 

opinion that these are appropriate in understanding cloud risk. 

3.5.1. ISF 

The three ISF IRAM2 risk categories are decomposed in a series of “threat event types” which align to threat 

actor categories outlined in “3.3.1: Adversarial, Accidental and Environmental”. 

Adversarial threat events are detailed in Figure 3-8. All threat event categories are considered applicable for a 

public-cloud eco-system.  

 

Figure 3-8 IRAM2 Adversarial Threat Events 
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None of the threat events outlined in Figure 3-8 are exclusively cloud considerations.  It could be argued that 

reconnaissance and information gathering are made easier as public cloud services are required to be externally 

resolvable; we will however identify controls in Section 4.8.1 which mitigate the threats associated with 

reconnaissance.  In an AWS context, it is ultimately the explicit action of the customer to enable inbound access 

to an instance.  It is also important to point out that any application instance with a requirement to service public 

connection requests requires Internet Protocol (IP) and Domain Name System (DNS) information to published. 

There is a permutation of the “communication attacks” / “authentication attacks” threat which is exacerbated 

by cloud and identified as a specific ‘Account or Service Traffic Hijacking’ cloud threat by the CSA as part of the 

“Notorious Nine: Cloud Computing Top Threats in 2013” [129].  Essentially, through compromising account 

credentials used to access AWS, an attacker would subsequently have potential access to further machines 

under an administrator’s control.  This threat isn’t to be overlooked although mature and freely available 

controls exist (multifactor authentication) which mitigate the threat.  Converged infrastructure models (Section 
4.3) mean that the threat exists irrespective of a public or private (cloud) deployment model. 

 

Figure 3-9 IRAM2 Accidental Threat Event Categories 

Accidental threats can occur in all deployment models. The threat events called out by IRAM2 are certainly not 

to be ignored but they should be treated as they would be in any technology deployment.  A good architect and 

designer is thinking about technology and process failure with all solutions.  Mishandling of information is a 

threat that needs to be mitigated through people, process and / or technology but none of these areas are 

unique to cloud.  In the case of technology failure, the highly available and redundant architecture of public 

cloud would almost certainly improve an organisation’s defences against the threat of technology failure. 

3.5.2. CLOUD SECURITY ALLIANCE 

The CSA’s Cloud Computing Top Threats [130] identifies twelve threats and appropriate control guidance (via 

CCM) for adoption of cloud services.  This paper broadly supports the more generalised (although not cloud-

focused) views of NIST and the ISF.  The advantage of the Top Threats paper is that it provides a decomposition 

of threats using the STRIDE threat model: 

Threat Description STRIDE Classification 

Data Breach Incident where organisation sensitive to the 

enterprise is breached.  Confidentiality, 

Integrity and / or Availability of said data is 

compromised. 

Information Disclosure 

Table 3-8 CSA Top 12 Cloud Threats [130] 
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Weak Identity Failure to use Multi-Factor Authentication 

(MFA), weak authentication 

Spoofing Identity | Tampering with Data | 

Repudiation | Information Disclosure | 

Denial of Service | Elevation of Privilege 

Insecure APIs APIs used to manage and interact with cloud 

platform – vulnerabilities in construction, weak 

/ no encryption, authentication issues 

Tampering with Data | Repudiation | 

Information Disclosure | Elevation of 

Privilege 

System and 

Application 

Vulnerabilities 

Exploitable vulnerabilities in programs and 

Operating Systems 

Spoofing Identity | Tampering with Data | 

Repudiation | Information Disclosure | 

Denial of Service | Elevation of Privilege 

Account Hijacking Phishing and general fraud.  Man in the Middle 

(MiTM) 

Spoofing Identity | Tampering with Data | 

Repudiation | Information Disclosure | 

Denial of Service | Elevation of Privilege 

Malicious Insiders Insider threat vulnerabilities Spoofing Identity | Tampering with Data | 

Information Disclosure  

Advanced Persistent 

Threats 

Multi-phase, targeted attacks looking to 

establish a foothold in an environment with 

the goal of extracting sensitive information. 

Information Disclosure | Elevation of 

Privilege 

Data Loss The prospect of losing data Repudiation | Denial of Service 

Insufficient Due 

Diligence 

General issue for organisations but 

exacerbated by the structure and availability of 

public cloud. 

Spoofing Identity | Tampering with Data | 

Repudiation | Information Disclosure | 

Denial of Service | Elevation of Privilege 

Abuse / Nefarious 

use of cloud service 

Poorly secured cloud deployments, free trials 

and shadow IT signups. 

Denial of Service 

Denial of service Prevention of a service being available to a 

customer through resource exhaustion. 

Denial of Service 

Shared Technology 

Issues 

Use of infrastructure components in public 

cloud which have not been designed to 

securely support resource isolation and 

multitenancy. 

Information Disclosure | Elevation of 

Privilege 

Table 3-8 (Cont.) CSA Top 12 Cloud Threats [130] 
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This list is included for completeness.  There are no new threats outlined in the CSA list that have not be gathered 

through other sources for this study.  Where this report adds value is the focus on the types of threat aligned to 

an established threat model.  

3.5.3. NIST 

NIST [85] suggests that threat events “can be expressed in highly general terms (e.g., phishing, distributed denial-
of-service), in more descriptive terms using tactics, techniques, and procedures, or in highly specific terms (e.g., 
the names of specific information systems, technologies, organizations, roles, or locations).” 

NIST decomposes threat events through adversarial and non-adversarial categories.  In Figure 3-10, I have 

detailed the adversarial threat events as outlined by NIST.  NIST defines eight categories of threat event with 

subcategories for each category. 

 

Figure 3-10 NIST 800-30 Adversarial Threat Events [107] 

Most interestingly is the explicit reference to cloud computing within their “Exploit and Compromise” phase.  

This is the first threat event we have identified which is a “cloud security threat” (Figure 3-11) and 

consequentially requires special attention to better understand the likelihood of this threat being realised in an 

enterprise production environment.  As explained in Chapter 4, there are many forms of multitenancy and the 

threats associated with each are different; so are the controls available to mitigate the risks in each instance.  It 

is also important to consider the capabilities of the threat actor; these vary significantly depending on the end 

goal of the attacker. 

Non-adversarial threats are a combination of events initiated by an accidental human actor and those 

considered “environmental” by the ISF.  What is important is the delineation between adversarial and non-

adversarial.  I have identified that public cloud architecture improves the customer’s ability to mitigate or 

remove structural and environment threats.  I believe I have put forward a compelling case to say that whilst 

accidental threats will always exist, public cloud does not introduce specific accidental threats.  There will always 

be accidental events in any computing environment.  
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Figure 3-11 NIST Multitenant Threat 

NIST state that “Organizations can eliminate certain threat events from further consideration if no adversary 
with the necessary capability has been identified” [107]. This is applicable when environmental threat events are 

not applicable for that region.  This is an area where quantitative risk assessment can be applied.  Assessing 

likelihood of a hurricane or flood at a datacentre is made possible through review of meteorological data readily 

available online.   

3.5.4. ENISA 

The ENISA model does not explicitly call out threat events; rather it focuses on vulnerabilities; without a 

thorough understanding of threat actors and the associated events which may exploit a vulnerability, it is an 

impossible task to make qualified risk decisions.  ENISA do not focus on threat events, although their study of 

vulnerabilities [35] is thorough and can be treated as comprehensive vulnerabilities catalogue for our research.   

3.5.5. LEGAL CONSIDERATIONS IN THE CLOUD 

In Section 3.3, we define “Legal and Regulatory” as a category of impact warranting attention.  Neither IRAM2 

nor the NIST Risk Framework identify legal threat events when defining their information risk equations although 

threat events associated with public cloud computing can have a significant legal impact. 

ENISA [35] do include legal risks as part of their cloud guidance for information security. These are documented 

in Table 3-9. 

In the context of information, risk is the loss resulting from the compromise of certain attributes of its 

information assets (confidentiality, Integrity, availability).  Risk can only be assessed once the threats are 

understood, vulnerabilities identified and strength of controls assessed.  The legal “risks” that are frequently 

discussed are risks to the confidentiality, integrity or availability of information – it is the impact which has a 

legal association. 
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Risk Explanation Vulnerabilities Risk Rating 

Subpoena In the event of the confiscation of physical 
hardware because of subpoena by law-
enforcement agencies or civil suits, the 
centralisation of storage as well as shared 
tenancy of physical hardware means many 
more clients are at risk of the disclosure of 
their data to unwanted parties.  

At the same time, it may become impossible 
for the agency of a single nation to confiscate 
‘a cloud’ given pending advances around long 
distance hypervisor migration.  

 

Lack of resource isolation 

 

Storage of data in 

multiple jurisdictions and 

lack of transparency 

 

Lack of information on 

jurisdictions 

High 

Changes of 

jurisdiction 

Customer data may be held in multiple 
jurisdictions, some of which may be high risk. 
If data centres are in high-risk countries, e.g., 
those. lacking the rule of law and having an 
unpredictable legal framework and 
enforcement, autocratic police states, states 
that do not respect international agreements, 
etc, sites could be raided by local authorities 
and data or systems subject to enforced 
disclosure or seizure. Note that we are not 
implying here that all subpoena law-
enforcement measures are unacceptable, 
merely that some may be so and that some 
legitimate seizures of hardware may affect 
more customers than the targets of a law-
enforcement action depending on how the 
data is stored.  

 

Storage of data in 

multiple jurisdictions and 

lack of transparency 

 

Lack of information on 

jurisdictions 

High 

Table 3-9 ENISA Legal Risks [35] 

  



 
61 

Data Protection It can be difficult for the cloud customer to 
effectively check the data processing that the 
cloud provider carries out, and thus be sure 
that the data is handled in a lawful way. It 
must be clear that the cloud customer will be 
the main person responsible for the 
processing of personal data, even when such 
processing is carried out by the cloud provider 
in its role of external processor. Failure to 
comply with data protection law may lead to 
administrative, civil and criminal sanctions, 
which vary from country to country, for the 
data controller.  

Storage of data in 

multiple jurisdictions and 

lack of transparency 

about this 

 

Lack of information on 

jurisdictions 

High 

Licensing Risks Licensing conditions, such as per-seat 
agreements, and online licensing checks may 
become unworkable in a cloud environment. 
For example, if software is charged on a per 
instance basis every time a new machine is 
instantiated then the cloud customer’s 
licensing costs may increase exponentially 
even though they are using the same number 
of machine instances for the same duration. 
In the case of PaaS and IaaS, there is the 
possibility for creating original work in the 
cloud.  

Lack of completeness 

and transparency in 

terms of use. 

Medium 

Table 3-9 (Cont.) ENISA Legal Risks [35] 

We should pay close attention to the vulnerabilities outlined in Table 3-9;  excluding “resource isolation”, the 

remaining vulnerabilities are inherent within people and process.  A lack of transparency in a terms of use or 

misunderstanding of the laws and regulations of jurisdictions are not insurmountable challenges to resolve, nor 

are they technical impediments to public cloud adoption. 

3.5.5.1. GENERAL DATA PROTECTION REGULATION (GDPR) 

The General Data Protection Regulation (GDPR) (Regulation (EU) 2016/679) is intended to protect the data 

protection rights of citizens within the European Union (EU).  GDPR comes into force in May 2018 and unlike 

previous EU-wide data protection artefacts, it is regulation, not a directive.  This means that member states must 

implement the terms verbatim.  Previous legislation allowed countries to interpret clauses and created disparity 

in the application of the previous EU wide mandate: EU Directive 95/45 EC – Data Protection Directive.  

Unlike directives before it, GDPR carries with it heavy penalties for a reach of personally identifiable 

information (PII).  These fines can amount to 4% of an organisation’s global turnover [131]. 

Cloud computing is often cited as being an impediment to GDPR compliance [132, 133] because of some of the 

GDPR clauses which place a greater responsibility on organisations to understand their data flows and location 

of sensitive information: 
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The Right to Erasure: Article 17 [131] states that a subject has the right to request that all PII a company 

has relating to an individual is deleted. 

Data Portability: Article 18 [131] states that an individual has the right to transfer their data from one 

processor to another without impediment from the data controller. 

Breach Reporting: A consideration for the cloud customer, not the data subject; a breach of PII must be 

reporting to the local Supervisory Authority (SA) (UK – this would be the Information 

Commissioner) within 72 hours of a breach being discovered.  This is covered in Article 

33 [131]. 

There is certainly a need for a comprehensive understanding of roles and responsibilities between the customer 

and CSP although, irrespective of GDPR, holistic and mature information security management requires an 

organisation to understand and document their data assets and understand flows of information.  As an 

example, ISO 27002 [109] has clear guidance regarding supplier relationships and the need to understand the 

types and volume of data residing in third party locations.  TOGAF Version 9 [134] makes explicit reference to 

“Data Migration Diagrams” which are used to provide a “visual representation of the spread of sources/targets 

and serve as a tool for data auditing and establishing traceability” [135].  What has changed with GDPR is the 

impact of non-compliance.  4% of global revenue is a figure which makes board representatives listen.  There 

are “cloud considerations” in a GDPR context including those for the CSP.  CSPs are now responsible for the data 

that they process and must take ownership for the protection of information under their control [136].  I assert 

that this shift to a shared responsibility model will encourage CSPs to evidence strong information security and 

data privacy controls. 

GDPR does bring with is considerations regarding data sovereignty but requirements surrounding where an 

organisation stores their data pre-date the regulation.  The use of public cloud services certainly requires an 

organisation to invest the time in due diligence to understand precisely where cloud service providers will store 

their information.  Mature CSPs are acutely aware of the legal ramifications of data retention in multiple 

jurisdictions.  Amazon [29, pp. 9-15] can evidence a highly-available, fault tolerance architecture which provides 

the customer with assurances their data will be retained in regions they select and with technical security 

controls commensurate to the classification of the information being stored / processed. 

Much like the conversation around risk categories, legal and compliance could be argued as a vulnerability 

inherent in cloud computing or a benefit.  If organisations neglect their responsibilities as data owners and 

blindly hand their data to any CSP, they increase the likelihood of failing to comply with legal and compliance 

requirements.  Conversely, public cloud services can provide pre-attested environments for regulations such as 

PCI-DSS and ISO 27001 which improve an enterprise’s compliance posture [66]. 

Having spent 18 years in the technology field, I assert that regulatory compliance frameworks are often 

misunderstood in our industry, they should be treated as a minimal acceptable level of security, not a gold 

standard.  Progressive thinking aims to reduce risk first and comply with regulations second.  Clearly, one should 

achieve the other although as an example, famously Target were PCI-DSS compliant at the time of their infamous 

2013 data breach [137].   

3.6. CLOUD VULNERABILITIES  

For a risk to manifest itself, a vulnerability needs to be exploited.  The ISF defines a vulnerability as: “…a weakness 
in people, process or technology in an environment, which could be exploited by one or more threats.” [106]  One 

of the primary objectives of this paper was to assess the risks of cloud computing and to identify which were the 

result of people, process and technology.  Upon reflection, it is in fact vulnerabilities which need to be defined 

as applicable to people, process or technology.  I can support this assertion through the research performed in 



 
63 

this thesis: having reviewed preeminent industry papers surrounding information risk, I conclude that on-

premise and public cloud threat actors and their associated events are comparable. In Section 3.5 I documented, 

compared the categories of threat event provided by the ISF, NIST and the CSA.  None of these events could be 

credibly positioned as only applicable to public cloud computing.   

Risk, in an information risk context, is concerned with the confidentiality, integrity and availability of information 

as it always was pre-cloud.  Cloud-based, multitenant architectures introduce novel vulnerabilities and 

potentially exacerbate the impact of a successful compromise of information.  The CSA supports my assertion 

claiming that cloud has created new security vulnerabilities as well as amplifying existing ones [130].  If we can 

identify and remove cloud-centric vulnerabilities, we remove the associated risks. 

There is no commonly agreed definition of the mandatory components to a risk equation.  ENISA’s risks, 

identified in Section 3.3 are comprehensively documented and compartmentalised into “Technical”, “Policy & 

Organisational” and “Legal”, this includes a breakdown of associated vulnerabilities.  ENISA calls out 31 

vulnerabilities which are “specific to cloud” and 22 vulnerabilities which are present in a cloud ecosystem 

although also resident in other computing models. 

I wanted to understand these 53 vulnerabilities in more detail.  If 31 vulnerabilities were uniquely attributable 

to cloud computing then (cloud) adoption sounds littered with opportunities for exploitation and ultimately data 

loss. Upon my evaluation of ENISA’s vulnerabilities, I challenge that many of the “cloud-specific vulnerabilities” 

are in fact vulnerabilities which present themselves in any modern computing architecture.  To support my 

assertion, I would like to introduce Appendix A: ENISA Cloud Vulnerability Assessment where I address each of 

the ENISA vulnerabilities in turn and provide commentary regarding each risk’s context and appropriate 

mitigations.   

Having already introduced the concept of a “predisposing condition”, I take this concept and apply a 

categorisation scheme based thereon.  This is applied across the findings in Appendix A: ENISA Cloud 

Vulnerability Assessment.  This classification is applied to vulnerabilities and these are detailed for 

completeness in Table 3-10 (below):  

Category Description 

Unique to Cloud Vulnerabilities which do not exist in previous computing models – these are scarce but 

warrant explicit attention. 

Exacerbated by Cloud Vulnerabilities made inherently and inextricably more severe through cloud: Limited 

and acknowledged in this work. 

General Vulnerabilities which may reside within the environment but cloud residency is not a 

consideration.  This category accounts for most vulnerabilities prevalent in computing 

today. 

Table 3-10 Cloud Vulnerability Classification 

Undoubtedly, due to the multitenant architecture of public cloud computing, there will be vulnerabilities which 

are not present in an environment solely provisioned for a single organisation although through my analysis I 

conclude that there are significantly fewer unique vulnerabilities which are truly introduced by cloud computing.  

At a macro level, I assert that two truly exclusive vulnerabilities are cloud-based: 
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Cloud Vulnerability Explanation 

Resource Sharing Shared services model of cloud introduces vulnerabilities concerned with availability of 

service and data leakage.  Inadequate resource isolation could result in side channel 

attacks and tenants breaking outside the confines of their environment and extracting 

information from other tenants. 

Data Residency  Cloud introduces fresh requirements to understand the impact of data being potentially 

domiciled in locations outside of the company datacentre and, on occasion, in 

geographical locations with various data privacy laws and regulations.  Whilst only 

applicable in public and hybrid cloud scenarios, this truly is a unique cloud vulnerability. 

Table 3-11 Cloud-Specific Vulnerabilities 

I cover the legal risks associated with cloud computing in Section 3.5.5, I will continue to explore resource sharing 

in detail across Chapter 4. 

It is important to ask the following questions when assessing the severity and applicability of a vulnerability: 

• Is this vulnerability exclusively cloud-based? 

• Is there a threat event which can exploit this vulnerability? 

• Are their controls available which mitigate the impact of the vulnerability being exploited? 

Appendix A: ENISA Cloud Vulnerability Assessment breaks the 53 Cloud Security Vulnerabilities outlined by 

ENISA and categorises them cloud-initiated, cloud-exacerbated or simply “general” vulnerabilities present in all 

environments.  For the purposes of analysis, I have ignored deployment and service model considerations.  This 

was an intentional measure; I wanted to analyse if vulnerabilities exist in the inherent construction of cloud 

before asserting if public/private or SaaS, IaaS, PaaS introduces a greater level of risk.  The appendix includes 

details and justifications for my vulnerability classifications although an overview is included below for 

completeness: 

Vulnerability Category Instances 

Unique to Cloud 4 (two legal, two resource sharing) 

Exacerbated by Cloud 13 

General 14 

Table 3-12 ENISA Cloud Vulnerabilities 

I acknowledge that the ENISA findings are thorough.  Any organisation embarking on project dealing with 

sensitive information would be well-served review the paper.  What my findings highlight is that over half of the 

vulnerabilities would be present in any contemporary technology environment.  I explore this further in Section 

4.3. 
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The volume of vulnerabilities “exacerbated by cloud” was expected and intrinsically linked to resource sharing.  

As I explained in Section 3.3, the sharing of resources can exacerbate the impact should a threat actor exploit a 

vulnerability.  Several vulnerabilities are also defined as being exacerbated by cloud as they require process 

changes in organisations to deal with cloud.  A useful example being “User Provisioning Services”; most (if not 

all) mature CSPs offer single sign on capabilities.  Options for SAML integration are included, as is Active Directory 

(AD) authentication.  This is therefore not a technology problem.  Organisations may however have to alter 

joiner, mover, leaver (JML) processes to deal with provisioning in the cloud. 

The most interesting and insightful information I took away from this analysis was the number of exacerbated 

vulnerabilities that are a result of a need for process change as opposed to any technical vulnerability.  Based on 

these findings, I can assert that organisations would wise to focus on operational processes change when dealing 

with public cloud adoption. 

I feel that additional commentary is necessary regarding several vulnerabilities that ENISA have defined as being 

“Non-Cloud”.  I would strongly challenge this categorisation for four of their 22 vulnerabilities.  ENISA consider 

“security awareness”, “vetting of processes (and staff)”, “unclear roles and responsibilities” and “liability 

uncertainty” as all being “non-cloud”.  I qualify my challenge through the research conducted as part of this 

paper.  The CSA [34] identify that when organisations move to cloud, the responsibilities for securing the 

environment shift from exclusively “the customer” to a shared model (customer and CSP).  I have repeatedly 

referenced Amazon’s [138] similarly supportive position.  This shift in responsibility brings with it a need to 

redefine responsibilities and ensure that CSP staff are vetted and capable of performing tasks previously carried 

out on-premise. 

3.7. MITIGATING AND MINIMISING RISK 

As covered in Section 3.1, risk is the result of a threat actor initiating a threat event, to exploit a vulnerability 

thus causing adverse impact.  To mitigate or avoid risk, organisations look to security controls and safeguards to 

reduce likelihood, impact or both. 

Controls and safeguards exist everywhere, in the physical and digital world.  For example: seatbelts are 

mandatory in the United Kingdom when driving an automobile.  Safety warnings are placed on household 

materials containing dangerous substances and food items contain use by dates.  All these measures are there 

to minimise either the impact (seat belts) or likelihood (warning labels) of a threat event occurring.  

In the world of information security, risks to the compromise of confidentiality, integrity or availability of data 

require the application of security controls to lessen both the impact and / or the likelihood of a data breach.  

To ensure traceability of requirements, risk management generally concerns looking at risk from two 

perspectives which align to the ultimate impact of the risk [106, p. 23]. 

Inherent Impact: Impact or likelihood of a threat event occurring without the application of controls. 

Residual Impact: The remaining exposure to an organisation after the application of controls. 

In an information security context, removing all risks to the confidentiality, integrity and availability of data isn’t 

possible.  All interactions with technology inherently require the acceptance of a degree of risk; no network is 

infallible and in some scenarios, the costs of defence against highly-sophisticated, motivated and financially-

backed actors are just too high.  This is one of the reasons why conscious risk management is such a valuable 

discipline.  Accepting risk is a perfectly viable solution, assuming it is a qualified assessment. 

Industry guidance exists for the application of safeguards to mitigate risk.  The CSA provides their “Cloud Controls 

Matrix” (CCM) [87] which is produced to give organisations pragmatic guidance in the application of information 

security controls for cloud models.  The CCM provides organisations with a fundamental set of guiding principles 
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for the application of security controls for cloud, across all major deployment and service models.  The CSA have 

provided a threat-centric cloud assessment [130] which applies the STRIDE [139] threat model and control 

traceability.  The CCM significantly aides an organisation in demystifying regulatory compliance headaches 

brought about by a patchwork of cloud standards as it aligns across many regulatory frameworks including 

(COBIT, HIPPA, ISO 27001, PCI-DSS v3). 

The ISF IRAM2 [106] provides a comprehensive set of controls to mitigate and remove the threats associated 

with the comprise of CIA.  As with the CSA CCM, the skills of a security SME are still required to digest conceptual 

requirements into meaningful, technical security controls.  Tangentially, this situation highlights the demand for 

security specialists at different layers of a security architecture framework.  The SABSA Reference Model [82] 

covers this in detail.  The IRAM2 model provides a qualitative risk assessment framework for assessing the 

likelihood and impact of a CIA compromise.  They (ISF) use the concept of “control strength” to assess how 

thorough / comprehensive a control is applied to mitigate a threat event exploiting a vulnerability.  Controls 

should be applied to mitigate and remove vulnerabilities; the application of controls for threats that do not exist 

wastes money and increase operational expenditure.   

The CCM is a critically important document to ensure holistic coverage of focus areas but the efficacy of a 

solution is paramount.  A box can be ticked to confirm that anti-malware solutions exist but are they effective 

and operationally maintained?  With the above in mind, we need to ensure that a combination of guiding 

principles and qualitative control assessment can be adopted for our study.   NIST [83] leverage the CCM as part 

of the NCCSRA. 

It is important that we consider several control fundamentals appropriate for our study.  These relate to the 

efficacy of a control.  Where compliance frameworks have previously fallen-down in their ‘tick-box’ nature – 

simply having a control is of limited value if it is not implemented correctly and actively maintained. Controls 

can take many forms across people, process and technology.  Controls can be automated or manual.  Controls 

are also implemented at various phases of a cyber-attack / data exfiltration – preventative, detective and 

responsive.  Irrespective of control type, control strength [106] is an important attribute we will use in our 

analysis: 

Effective: Reliable evidence that the control should substantially mitigate the risks identified. 

Partially:  Some evidence that the control should substantially mitigate the risks identified. 

Ineffective: No available evidence about control effectiveness or evidence control is insufficient 

Assessing inherent impact is of limited value in isolation.  It does however provide business risk stakeholders 

with visibility of the impact (cost, time, legal implications) of a “do nothing” approach.  “Risk Acceptance” is a 

perfectly reasonable course of action in some situations but only once impact and likelihood are fully understood 

by person(s) responsible for the information in question.  Residual impact should always be presented which 

details the controls and mitigations available to remove or limit the impact and or likelihood of a data 

compromise. 

For the purposes of penetration testing and application code review, it is often beneficial to understand inherent 

(unmitigated) vulnerabilities as root-cause remediation (prior to productionisation) is always preferable to the 

application of retrospective safeguards although for a risk assessment, the impact and likelihood can often be 

mitigated to a level palatable to the organisation. 

There is a natural assumption to make that all controls are technical.  IT and cloud are both very technical areas 

of specialisation although as I have explored in Section 3.6 many areas of weakness emanate from people or 

process.  Often these vulnerabilities can only be migrated with people or process controls. 
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3.8. CROSS-INDUSTRY CLOUD ADOPTION 

Industry regulation is required in all sectors to provide consumer confidence and protect the interests (and 

sometimes lives) of employees, partners and customers.  Some industries are more heavily regulated than 

others; especially in areas related to IT and data security.  If established industry regulation prohibits the use of 

public cloud, this would suggest to me that cloud architecture is inappropriate for certain forms of data. 

One of the objectives of the paper relates to the secure implementation of public cloud for organisations: 

To understand if public cloud can be implemented securely for the enterprise. 

To support my risk analysis in Chapter 4, I wanted to find answers to the following research questions: 

• Is public cloud adoption prevalent in specific industry verticals? 
• Is public cloud only suitable for certain sensitivity of data? 
• Do mainstream compliance requirements preclude the use of public cloud? 
• Are global businesses really adopting public cloud to replace their on-premise infrastructure? 

Industry reports [37] suggest that over 50% of IT teams are using services running in AWS and adoption of the 

Microsoft Azure platform is also on the rise [37, 28].  I wanted to find out if industries were bucking this trend 

and avoiding cloud.  A survey conducted by The Economist [27] suggests cloud computing is being adopted in all 

major industry verticals (Figure 3-12). 

 

Figure 3-12 Cloud Adoption Across Industries [27] 

Another key area of consideration is regulation.  If regulatory compliance precludes the use of public cloud, it 

cannot be considered a viable solution for certain forms of sensitive information.  To assess if regulation prevents 

a company from adopting cloud, I have researched applicable regulation associated with banking.  My rationale 

being that banking is a heavily regulated industry and data breaches have historically targeted payment data 

[137].  The Financial Conduct Authority (FCA) regulates financial services firms and the markets in the UK.  The 



 DEMYSTIFYING THE RISKS OF PUBLIC CLOUD COMPUTING | Christopher J Hodson 

 
68 

FCA have released specific guidance regarding the use of cloud services, in which they confirm that is "no 
fundamental reason why cloud services (including public cloud services) cannot be implemented, with 
appropriate consideration, in a manner that complies with our rules” [140].   

As this thesis is time-bound, it is not possible to analyse an item of regulation in each sector, instead I have 

selected a specific item which would have the broadest applicability in as many industries as possible.  The 

Payment Card Institute Data Security Standard (PCI-DSS) [141] was created in 2004 and is an information security 

standard applicable to all organisations who process store or transmit credit card information.  In 2017, this 

accounts for the overwhelming majority of companies in almost all industries.  Much like the position provided 

by the FCA, PCI-DSS does not preclude the use of public cloud to store or process payment card information.  

Due to the increased adoption of cloud services, the PCI Security Standards Council have released specific 

guidance [142] to ensure that organisations understand how to implement payment services in the cloud.  Figure 

3-13 details an example shared responsibilities model for compliance with PCI-DSS across deployment models. 

 

Figure 3-13 PCI-DSS Cloud Responsibilities Mapping [142] 

What my research in this section has identified is that location should not be the defining factor when assessing 

information risk.  Both the FCA and the PCI Council support the use of public cloud so long as an understanding 

of roles and responsibilities exists and that appropriate controls can be applied commensurate with the 

classification of information being stored or processed. 
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AWS have a comprehensive set of case studies [143] identifying customer adoption of public cloud across 

industry verticals and for production systems processing sensitive information.  The rhetoric suggesting that 

public cloud in inappropriate for certain forms of data is inaccurate. 

3.9. SHADOW IT: THE CATCH-ALL VULNERABILITY 

Among the most significant security risks associated with cloud computing is the tendency to bypass information 
technology (IT) departments and information officers. [130] 

Cloud Security Alliance – 2016 

My personal definition: Shadow IT is concerned with the unauthorised use of applications and services procured 

and deployed without the approval and / or visibility of the IT department.  Information technology (IT) 

departments have been battling against the unauthorised use of software for decades.  The convenience and 

service-based nature of cloud exacerbates the issue of shadow IT and creates off-premise data stores but cloud 

computing did not introduce shadow IT. 

The challenges that Shadow IT introduce with cloud are significant.  I was surprised that more focus was not 

given in ENISA’s vulnerability categorisation for cloud computing [35].  Whilst Shadow IT is not uniquely 

introduced by cloud, it does require amendments to business process and the application of security controls.  

For these reasons, we will address the challenges that public cloud Shadow IT bring in Chapter 5. 

3.10. CONCLUSION 

I wrote in the introduction to this thesis that cloud is a new paradigm, my research across this chapter has made 

me re-evaluate this statement.  Whilst cloud introduces new opportunities for organisations to leverage service-

based IT services, it is not conceptually different to business relationships of years gone by. 

Organisations have relied on third-parties for centuries to provide services with the inherent consideration of 

storing and processing information.  With cloud computing, we are now storing digital information in new 

locations but it is unfair to assert that prior to cloud, organisations were insular, secretive enterprises with zero 

exposure to the outside world. 

One of public cloud’s greatest benefits is also one of its most talked-about vulnerabilities: “shadow IT”.  We have 

identified in this chapter that cloud computing requires a fresh approach to process and people training.  

Organisations need to evaluate their procurement and supply-chain processes.  The example of a marketing 

team procuring application resource on AWS and proceeding to upload gigabytes of sensitive information is a 

by-design characteristic of public cloud: on-demand access. 

Neophobic views have no place in the technology world; things move too fast.  There are security considerations 

in the adoption of public cloud but due diligence is a requirement of any business project.  The security controls, 

capabilities and safeguards from established vendors in public cloud allow organisations to ensure a 

commensurate level of protection in the cloud.  I have evidenced (Table 3-3) that public cloud adoption can 

make organisations more secure as they can benefit from carrier-grade, best-of-breed logical and physical 

controls which are cost-prohibitive for some.  Environments are built to comply with legal and regulatory 

requirements from inception [29].  Public cloud service providers have security as their core business – they 

therefore take this very seriously. 

Having compared preeminent information risk management frameworks [106, 107], it is evident that an absence 

of “cloud-focus” can exacerbate a natural aversion to outsourcing of control for data.  Whilst significant steps 

have been taken to address the shortfall in cloud standards documentation [96], there still an opportunity for 
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contextualised risk assessment frameworks with a cloud focus.  As we discussed in Chapter2, public cloud 

introduces new actors, architectural considerations and interpretations of “internal” and “external”. 

My studies have highlighted that public cloud computing introduces a predisposing condition which could 

exacerbate the financial, legal or reputational impact of the compromise of CIA for corporate data.  Public cloud 

computing does not introduce new threat events nor are the vulnerabilities inherent in public cloud reserved 

only for public cloud environments.  The vulnerabilities which are compounded by public cloud adoption relate 

to inadequate resource isolation; a subject which will be thoroughly decomposed and critically-analysed in the 

following chapter. 
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4. MULTITENANCY AND RESOURCE ISOLATION: THREATS AND VULNERABILITIES 

This chapter will form the practical analysis component of my thesis.  Through my research thus far, I have 

identified requirements for organisations to amend processes and educate users into the methods for procuring, 

supporting and using public cloud.  Failure to follow these processes, such as understanding the legal 

implications of housing data in different international jurisdictions, can have significant impacts on an 

organisation.  Whilst these process changes are acutely important, they do not present vulnerabilities inherent 

in the construction of cloud.  The issues present themselves as a repercussion of (technology) change. 

It is important that risk decisions consider not only threat actors, threat events and vulnerabilities but equally 

important are the controls, mitigations and compensations which may lower risk to a tolerable level in an 

enterprise.  The motivations of threat actors are also incredibly important; information security resources are 

finite and it is important that organisations are investing time and money mitigating vulnerabilities that will be 

exploited, via a prioritised approach.   

In this chapter, we will look at the vulnerabilities and threat events which exist for multitenancy.  A risk 

assessment, using IRAM2, will be applied for each threat event associated with resource isolation.  We will 

conclude by comparing the likelihood of resource isolation / multitenancy threats with those of other, traditional 

security vulnerabilities which have been exploited to compromise the CIA of information. 

As this chapter introduces several technical concepts and complex risk management equations, I considered it 

prudent to provide some explicit signposting of my objectives and the methods I plan to use to achieve these.  I 

assert that the concept of resource sharing, and by association, an inability to achieve appropriate resource 

isolation, is the primary vulnerability introduced by public cloud architecture.  I therefore challenged myself to 

answer several pertinent questions associated with public cloud: 

1) What is multitenancy and more specifically: Is this coarse-grained definition appropriate for all public 
cloud implementation? 
 

2) Is multitenancy the exclusive reserve of public cloud? 
 

3) Are the vulnerabilities associated with resource sharing exploitable with a reasonable degree of 
likelihood by range of threat actors with varying levels of skill and persistence? 
 

4) Are the vulnerabilities of multitenancy appropriately contextualised?  Do other attack paths exist 
which are more likely exploitable by all / any of the threat actors used in this study? 

Through answering these research questions, I can satisfy several objectives outlined in Section 1.2.  Questions 

1 & 2 will be answered through personal research into definitions of multitenancy from several sources and 

research into contemporary datacentre architecture.  Questions 3 & 4 will be answered through a thorough 

research exploration of threat events which exploit multitenancy vulnerabilities followed by the practical 

application of the ISF IRAM2 model to assess likelihood of initiation. 

4.1. WHAT IS MULTITENANCY? 

Multitenancy between organisations, at its core, is what separates cloud computing from paradigms of the past.  

The most significant security vulnerabilities associated with cloud computing are the sharing of resources and 

the housing of data in remote locations.  Gartner [144] goes as far as to say: 

“Enterprise IT organisations' top objection to cloud computing is that by allowing outside data centres to 
handle their business data they are potentially exposing their data to competitors or other intruders.”  
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Definitions of multitenancy across academia and the technology industry are far less varied than for defining 

cloud computing.  Brown et al [145] play on an everyday analogy: “Multitenancy is similar in nature to multiple 
families in the same condominium. Generally speaking each has their own space, however there is a risk that one 
family may have access to another families space or information”.  The Open Web Application Security Project 

(OWASP) [110] provides the most appropriate definition for this study: “Multi-tenancy in cloud means sharing 
of resources and services to run software instances serving multiple consumers and client organizations 
(tenants). It means physical resources (such as computing, networking, storage) and services are shared, also the 
administrative functionality and support may also be shared. One of the big driver for providers is to reduce cost 
by sharing and reusing resources among tenants.” OWASP’s definition explicitly references the sharing of not 

only technology but also administrative and support functions; key considerations and areas of potential 

vulnerability. 

In the case of multitenancy, there are people, process and technology vulnerabilities which form the basis of an 

aversion to cloud adoption [35].  Multitenancy is a concept as opposed to a specific technological paradigm.  

Virtualisation and the sharing of resources are intrinsically-linked to multitenancy.  It is my opinion, backed up 

by the research in this paper, that virtualisation and resource sharing are the technical building blocks which 

deliver multitenancy for public cloud.  I also disagree with NIST’s exclusion of multitenancy from its “Essential 

Characteristics” [32] as without multitenancy, the economies of scale and flexibility are removed for the CSP 

making cloud, generally, unprofitable. 

The remainder of this section will focus on the technical implementation of multitenancy: Its instantiation 

through virtualisation and converged infrastructure shared by tenants from different organisations.  I explained 

in Section 3.1 that multitenancy can exacerbate the impact of information compromise as resources are being 

shared; I wanted to find out how likely such an event is given the ever-growing use of public cloud and maturity 

of cloud security controls [115]. 

4.2. WHY FOCUS ON MULTITENANCY? 

As explored in Chapter 3, cloud introduces several vulnerabilities and it exacerbates the impact of certain pre-

existing vulnerabilities (see Appendix A).  Of the technical vulnerabilities inherently presented in cloud, a lack of 

resource isolation carries with it the most serious impact if exploited.  ENISA classifies the risk14 of “isolation 

failure” (Figure 4-1) as “High” and describes this class of risk to include “the failure of mechanisms separating 
storage, memory, routing, and even reputation between different tenants of the shared infrastructure (e.g., so-
called guest-hopping attacks, SQL injection attacks exposing multiple customers’ data stored in the same table, 
and side channel attacks”) [35]. 

                                                             

14 The term “risk” is taken from ENISA.  It is my opinion that that isolation failure is a high-level aggregation of 

process and technical vulnerabilities.  The risks remain those of an impact to the confidentiality, integrity and / 

or availability of organizational data assets. 
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Figure 4-1 ENISA Isolation Risk [35] 

The impact of a compromise to resource tenancy is undeniable.  Should this occur, other tenants may obtain 

access to sensitive information or cause operational and availability impact to production systems; however, 

ENISA’s definition of “High” for probability / likelihood requires further analysis.  This would depend on the 

attributes of the threat actor and the exploitability of any vulnerability. 

In Chapter 2, I assessed the service and deployment models for cloud computing.  The threat events that exploit 

isolation vulnerabilities have a differing risk profile depending on the combination of service and deployment 

model.  ENISA (Figure 4-1) explicitly reference probability across deployment models: Private and Public Cloud.  

Accepting insider threat as a credible vector in most enterprise environments, the paper would be better served 

identifying service models (in a probability context). 

4.3. CONTEMPORARY DATA CENTRE STRATEGY AND THE ROLE OF MULTITENANCY 

In the introduction to this chapter, I posed a question surrounding the exclusivity of multitenant architectures: 

“Is multitenancy the exclusive reserve of public cloud?” 

To answer this question, I have researched several industry definitions and will include these findings in this 

section.   

As acknowledged by the International Data Corporation (IDC), the role of Information Technology (IT) is 

dramatically changing within the modern business: “In the past decade, information technology (IT) evolved from 
an enabler of back-office business processes to the very foundation of a modern business. In the increasingly 
digital and mobile world, the datacentre is often the first and most frequent point of contact with customers” 

[146]. 

Terms like “converged infrastructure” and “software defined networking” (SDN) are prevalent in the 

contemporary technology ecosystem.  These solutions rely on virtualisation and horizontal scaling to achieve 

the flexibility and elasticity needs of the digital organisation.  If an organisation retains physical hardware to 

support a traditional n-tier architecture [15] (one physical appliance for each layer), they will be spending 
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significantly more than their competitors.  These cost and efficiency benefits are seeing virtualisation as 

foundational in almost all IT deployments. 

Whether on-premise or in the public cloud, the technical architecture of our platforms today is very similar.  

Virtualised, converged infrastructure solutions are shortening the time to provision servers and to deploy 

applications.  The IDC survey results in Figure 4-2 outline the operational benefits of EMC VBlock [147] 

architecture and evidence significant advantages to moving away from physical servers on a per application 

basis. 

Convergence approaches are bringing significant savings not only in time-to-market but also in operational 

efficiencies.  Openstack [148] (Figure 4-3) is an open-source technology platform which allows an enterprise to 

control pools of network, storage and compute via Openstack API or a management dashboard.  Openstack 

technologies can be applied to public and private cloud.  Amazon AWS adopts a similar single, unified 

management pane approach to VM management.  Irrespective of the service and deployment model of 

infrastructure and applications, orchestration via centralised management is saving time, improving consistency 

(and therefore security) and lowering operational expenditure. 

 

Figure 4-2 Business Agility KPIs: Converged, Virtualised Infrastructure [146] 

 

Figure 4-3 Openstack Cloud Operating System [148] 

We must refer to some of our definitions from Chapter 2; are we moving to a world where all on-premise 

infrastructure is fast becoming “private cloud”?  In Introduction, we defined cloud as: “…a model for enabling 
ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., 
networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction.” [41].  This isn’t an optional requirement, the business 

benefits brought about my virtualised, converged infrastructure and networks are core components of an 



 
75 

organisation’s journey to becoming “digitally native”.  If all infrastructure is becoming converged and virtualised 

– where and how do we delineate cloud from “non-cloud”?  The only difference now is the fact that in some 

converged, virtualised environments, the tenants are distinct organisations as opposed to departments within 

the same company. 

MacVittie [149] supports my theory stating that: “there are “customer” level distinctions to be made internal to 
an organization, particularly a large one.”.  In the same work, the author explains that: “each of these “entities” 
can – and often does – have its own budgets and thus dedicated resources” [149].  This is important because 

whilst multiple applications within an organisation could be deployed on the same physical hardware, they may 

well have different requirements for the confidentiality, integrity and availability of information.  In a public 

versus private discussion we are often replacing the names of our tenants from “customer” to “department” or 

“function” in public and private multitenancy (respectively) (Figure 4-4). 

 

Figure 4-4 Public / Private Multitenancy Shared Services [149] 

The threat events and vulnerabilities for private cloud are identical to those presented in public cloud.  I make 

this assertion having thoroughly reviewed seminal work in this space which provides clear definitions of cloud 

computing along with the associated threat events and vulnerabilities [87, 35, 83]. 

Another important consideration when attempting to delineate public and private cloud is the prevalence in 

2017 of enterprise federation solutions.  Identity federation and single sign-on (SSO) solutions provide the user 

with an unobtrusive experience when authenticating to application and infrastructure services.  Figure 4-5 

provides a logical view of a common SSO architecture in which users authenticate once but are provided access 

to multiple systems which could be on-premise or in public cloud.  This “frictionless authentication” aids user 

experience but further abstracts the location of information from the user. 
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Figure 4-5 Enterprise Federation and SSO [150] 

4.4. MULTITENANCY: DECOMPOSITION ACROSS SERVICE MODELS 

If I am to understand the threats and vulnerabilities associated with multitenancy, it is critically important to 

understand which multitenancy can be applied across a technology stack. 

Multitenancy can be employed at different levels throughout the technology stack and the 

threats/vulnerabilities need to be considered on a per service model basis.  Figure 4-6 covers the decomposition 

provided by Kabbedijk et al [151].  This model draws many parallels from the Open Systems Interconnection 

(OSI) Network Model [152]; as we move up layers from hardware to application instance, the application of 

multitenancy becomes more granular, less open to portability and extensibility although also more focused on 

an application instance or the security needs of a use case. 

 

Figure 4-6 Software Stack: Multi-Tenancy Application [151] 
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The Gartner approach fully acknowledges that the inherent benefits of multitenancy vary dependant on the 

model adopted. As we move from left to right in Figure 4-7, the options for elasticity and operational cost saving 

increase but so do the risks associated with a breach in the confidentiality, integrity or availability of information. 

 

Figure 4-7 Gartner Model of Multitenancy [144] 

Table 4-1 provides an overview of the models outlined by Gartner (Figure 4-7).  This research is over six years 

old although the models remain appropriate for consideration. Gartner (correctly) predicted that two 

multitenancy models will have a profound impact on the future of cloud computing: Shared-Hardware 

Multitenancy and Shared-Everything Multitenancy.  These two models fit broadly into the classifications in 

Section 2.6 to describe IaaS and SaaS respectively.  

Model Description Benefits Considerations 

Shared 

Nothing 

No multitenancy.  CSP 

provisions hardware and 

software for customer. 

Minimised impact and 

likelihood of a data breach 

|True isolation. 

Expensive: procurement and 

maintenance of dedicated 

infrastructure | Customer still 

restricted to standard version 

of software. 

Shared 

Hardware 

Shared hardware leveraging a 

pool of virtualised machines 

through hypervisor technology. 

Dynamic sharing of resources 

| Low cost entry to cloud 

Potential hypervisor 

vulnerabilities | Operational 

overheads remain 

Shared OS Tenant application instances 

allocated in one OS instance 

Flexibility in resource 

allocation compared to 

hardware model. 

Exploited OS vulnerability 

impacts all tenants of the 

platform 

Table 4-1 Gartner Multitenancy Models [144] 
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Shared 

Database 

Tenants share database 

technology but retain 

individual application 

instances. 

Extensible: Can be combined 

with other multitenancy 

models | Cost savings on 

dedicated database 

management system 

Limited flexibility / elasticity 

Shared 

Container 

One application container 

instance (application server), 

separate logical / physical 

database 

Cost savings of presentation 

and application layer 

components. 

Container must be developed 

to support resource sharing 

and scaling | exploited 

application layer container 

could compromise backend 

database through injection 

attacks or credential 

compromise 

Shared 

Everything 

Application instance and 

database platform shared 

across tenants 

Significant cost benefits | 

Rapid ramp-up / ramp-down 

of tenants |  

Requirement for a cloud-first 

development model.  All 

components build specifically 

for the cloud. 

Table 4-1 (Cont.) Gartner Multitenancy Models [144] 

The Cloud Security Alliance decomposes multi-tenancy into its constituent components across IaaS, PaaS and 

SaaS in their “Security Guidance for Critical Areas of Focus in Cloud Computing” [34].  The CSA model 

corroborates the framework presented by Gartner.  Figure 4-8 details the breakdown of multi-tenancy for each 

service model.  As we move from IaaS through to PaaS and SaaS, the scope of multitenancy grows.  We must 

explore if an intrinsic association of increased risk exists in parallel to this growth of multitenancy scope.  In an 

IaaS deployment, the scope of sharing is contained to the physical security of the datacentre(s), system 

hardware, abstraction (usually consisting of virtualisation and hypervisor), connectivity and Application 

Programming Interfaces (APIs).  As we move into PaaS, integration and middleware components also become 

shared across multiple tenants.  Finally, in a SaaS model, multitenancy encompasses the entire cloud eco-system.  

In a SaaS deployment, Application and Presentation (OSI) layer components are also shared.  Frequently, data 

are shared in file stores and databases with logical security controls to protect the confidentiality, integrity and 

availability of information.  An interesting finding from the author is that also the CSA CCM V3.0.1 contains over 

130 control specifications with only two15 which are not universally applicable across IaaS, PaaS and SaaS.  This 

indicates that whilst responsibility for the management and application of controls differs depending on service 

model, the controls themselves remain standard. 

                                                             

15 IAM08: Controls relating to the storage and access of identities for an application – not applicable to IaaS | 

IVS02: Secure storage of virtual machine images – not applicable to SaaS or PaaS 
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Figure 4-8: CSA Security Guidance for Critical Areas of Focus in Cloud Computing: Multi-Tenancy [34] 

Multitenancy, at its core, deals with the sharing of resources across organisations but service model is not the 

only security consideration when assessing where and how multitenancy can be securely applied.  In most cases, 

technology solutions must be cost effective.  In a commercial scenario, the projected income or revenue must 

exceed the costs associated with building and supporting a solution.  Risk management follows a similar line in 

the consideration of controls and safeguards; if the cost of a control outweighs the expected annualised loss 

expectancy, the control would be considered a poor investment.  This equation assumes that impact can be 

measured with a financial lens; often it cannot.   

Figure 4-9 [153] depicts three different approaches to the application of database security in an example 

Software as a Service application.  As we see, the approaches outlined offer different levels of logical (and 

potentially physical) security.  Depending on the sensitivity of the information being stored/processed, the risk 

appetite of the organisation and the budget available, the controls being considered could vary significantly. 

Risk is contextual and depending on the classification of information, the controls in each case could be 

considered suitable for the information residing within the databases.  It Is also important to remember that no 

blanket rule exists in relation to the security posture of a CSP.  Actors, threat events and vulnerabilities exist in 

all cloud service models (IaaS, PaaS and SaaS).  It is important to remember that organisations cannot outsource 

accountability; organisations must perform due diligence on CSPs regardless of adopted service model.  
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Figure 4-9 Applying Multi-Tenancy in SaaS [153] 

With so many variables and permutations in the application of multitenancy, the categorisations of ENISA [35] 

and NIST [107] are too course grained to make a balanced risk decision regarding the threat events and 

vulnerabilities associated with multi-tenancy without a thorough understanding of the environment being 

assessed.  

The CSA explicitly reference how responsibilities migrate from CSP to customer as we shift through the stack 

from SaaS through to IaaS (Figure 2-7).  Regardless of where responsibility lies, accountability cannot and should 

not be outsourced.  It is the customer who is ultimately responsible for ensuring that the appropriate people, 

process and technology controls exist commensurate with the information being stored and processed.  In an 

outsourced scenario, how these controls are evidenced will change.   

4.5. VULNERABILITIES ASSOCIATED WITH MULTITENANCY 

Based on the research performed in Section 4.4, I conclude that public cloud computing introduces 

vulnerabilities irrespective of service model.  Where academic and industry papers cover the “risks” of 

multitenancy, they generally focus on the technical vulnerabilities related to the hypervisor [154, 18]. 

Vulnerabilities within hypervisors are on an upward trend [155] and this shows no sign of slowing [156].  As 

customers demand increased functionality, hypervisor providers are expanding their code bases to cater for this 

increase in capability.  As the code footprint for a hypervisor increases, so do the avenues for exploitation [155].  

It is true to say that hypervisors have significantly less Lines of Code (LoC) than a conventional operating system 

(OS) but vulnerabilities are discovered frequently.  Researchers and hackers have found a way to monetise 

vulnerability discovery through bug bounty programs and security conferences which financially remunerate 

researchers who find vulnerabilities in hardware and software [157]. 
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I have already identified resource sharing / lack of isolation as an avenue for exploitation across public cloud.  

Whilst the vulnerability exists, the impact and likelihood of compromising the confidentiality, integrity or 

availability of data through the exploitation of resource isolation varies and should be measured using a 

framework such as IRAM2 [106] or NIST 800-30. 

I was surprised that vulnerabilities associated with forensic analysis and data destruction are not (by ENISA’s 

classification) included in a risk associated with resource isolation.  “Insecure or Incomplete Data Deletion” is 

explicitly referenced [35, p. 10] with a vulnerability of “Sensitive Media Sanitisation”.  I agree that sanitisation is 

the process which needs to be followed but it is the fact that data is shared between tenants which is ultimately 

the reason why ineffective data deletion occurs in a public cloud environment. 

The ENISA model does not identify forensics as a top cloud risk.  After researching the subject, I was unsure if 

forensic analysis of an environment is made more difficult through the adoption of a multitenant, public cloud.  

It is fair to say that having multiple organisations residing on physical hardware will make taking a disk offline 

almost impossible, public cloud services introduce the options for real-time copying of disk images which could 

improve operational response times and malware infection remediation [35, p. 58]. It is commonly accepted 

that public cloud computing does make legally admissible forensic disk evidence harder to gather [158]. 

ENISA [35] further cites the loss or compromise of logs as a forensics risk.  Mature cloud service platforms [159, 

160] provide native log streaming capabilities to ensure that operational and security logs can be exported, batch 

or real time, into a Security Information and Events Management (SIEM) system, Big Data or Business 

Intelligence solution; this is another situation where inherent impact is being considered rather than performing 

a qualitative risk equation. 

As this thesis is a time-bound study, it was impractical to include every vulnerability study which was identified 

as “in-scope” for public cloud although several areas of academic research are noteworthy.  Brown et al. [145] 

research the risks specifically associated with multitenancy.  Their paper is structured in such a way as to identify 

not only inherent risk but also appropriate countermeasures.  A method for assessing the strength, breath or 

maturity of controls is not discussed nor are vulnerabilities presented which have not been covered in our 

review.  The Journal of Applied Sciences [161] presents a thorough approach to cloud threat modelling which 

assesses the efficacy of several prominent threat model methodologies.  The paper takes a similar approach to 

this work in their decomposition of threats and vulnerabilities although this author feels that many of these 

(threats and vulnerabilities) would fall into the “exacerbated by cloud” category as opposed to being the intrinsic 

result of a cloud deployment.  This is however an excellent resource and should be reviewed by anyone looking 

at adopting a qualitative risk assessment for a multitenant environment. 

The Open Web Application Security Project (OWASP) [110] presents 7 risks which they suggest are directly 

related to multitenancy in a cloud ecosystem.  If we are to apply consistent terminology, these risks are 

vulnerabilities and will be considered thus for our research purposes.  Of the 7 risks, six are identified as 

appropriate considerations for IaaS, PaaS and SaaS, this supports my view that inherent multitenancy 

vulnerabilities exist irrespective of service model.  The impact and likelihood of exploiting a vulnerability depends 

on service model and the application of security controls.  In Figure 4-10 we combine ENISA cloud vulnerabilities 

with OWASP’s risks of multitenancy to highlight the volume of vulnerabilities which are intrinsically-linked to 

resource isolation.  
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Figure 4-10 Multitenancy Vulnerabilities 

When combined, ENISA’s vulnerabilities and OWASP’s risks appropriately and comprehensively detail the 

possible vulnerabilities associated with resource sharing and therefore multitenancy.  As covered in Chapter 3, 

controls and countermeasure are used to lessen or remove a vulnerability or to deter / prevent a threat event 

from occurring.  OWASP provides seven countermeasures which it deems appropriate for multitenancy [110].  

These are solid architectural principles although the skills of an SME would be required to translate these high-

level policy statements into an actionable set of controls; without such a stakeholder, the abstracted terms in a 

policy statement can be easily misconstrued and we introduce a similar situation which occurs with qualitative 

risk analysis – that being the subjectivity of terms like “secure” or “inadequate”.  “Architecting for Multi-

multitenancy” is a sound architectural principle although by way of guidance for mitigating the risks associated 

with cloud computing, it is not prescriptive enough to add material value across a risk assessment process. 

These countermeasures (controls) I outline here are a combination of people, process and technology.  A triad 

common to information security for generations.  It is important to remember that vulnerabilities should only 

be a consideration for an organisation if a threat actor can initiate a threat event which can exploit the 

vulnerability and the organisation is unable to apply security controls to lessen the impact and / or likelihood to 

a palatable level to accept the residual risk. 

In the following sections, we will further explore the vulnerabilities which are applicable to public cloud.  As 

evidenced through my research in Appendix A: ENISA Cloud Vulnerability Assessment, most public cloud 

vulnerabilities are related to people and or process.  This assertion is applicable whether the vulnerability is 

originating in cloud, exacerbated by cloud or a general vulnerability. Public cloud and the concept of resource 

sharing can exacerbate the impact of vulnerability exploitation; compromising the CIA of information in your 



 
83 

tenant, could have ramifications for other tenants in that environment.  These vulnerabilities exist with on-

premise solutions although public cloud does present a potentially higher impact We will continue in this chapter 

to highlight the likelihood of cloud-originating events allowing an organisation to make a balanced risk decision 

on the use of public cloud. 

Gartner (Procter et al.) provides validation of my assertion through their analysis of the risks and benefits of 

public cloud [111].  They state that by 2019, cloud security audits will be based on a model which delineates risk 

(in our model “unique to cloud”) and implementation detail.  This compartmentalisation being necessary as 

currently organisations are failing to separate native and inherent vulnerabilities of public cloud and those 

introduced through poor operational or implementation detail. 

4.6. HYPERVISORS AND VIRTUALISATION: THE FOUNDATION OF MULTITENANCY 

Multitenancy forms the basis of public cloud computing and is almost always based on a foundation of 

virtualisation [151].  Multitenancy and virtualisation are often, incorrectly, used interchangeably.  Multitenancy 

is the sharing of resources, at many layers, across a hardware and software stack.  Virtualisation is the 

predominant means of delivering multitenancy. 

In Section 2.5, essential characteristics of cloud computing were presented.  NIST [32] presents five 

characteristics which do not include virtualisation and multitenancy.  These omissions are interesting and do not 

support the views of the CSA [34].  As we will explore in the following sections, it is evident that the technological 

vulnerabilities exclusively reserved for public cloud computing all focus on the combination of virtualisation and 

hypervisor technology. 

In Section 4.3, I reached the conclusion that Virtual Machines (VMs) are not the exclusive reserve of cloud 

computing; VMs are commonplace in all computing environments where cost efficiencies, scalability and ease 

of administration are of paramount concern.  Virtualisation (and therefore virtual machines) are generally 

implemented using hypervisor technology.  Hypervisors provides a level of abstraction between physical 

hardware and an operating system and provides the scalability to support multiple tenants on the same 

hardware.  Hypervisors mediate and support the sharing of physical resources between VMs.   

To use a biological example, the hypervisor is the brain of the virtualisation eco-system; it controls the allocation 

of resources for all virtual machines.  The hypervisor acts as a mediation layer for all (virtualised) OS instances 

on that physical machine.  All network traffic should route ingress / egress of the hypervisor, although exceptions 

to this rule do exist (Zhang [18]).  As the brain of the system, the hypervisor needs to retain a privilege level 

capable of performing sensitive operations on behalf of guest operating systems.  An exploration of protection 

mechanisms is warranted to explain this concept further. 

Protection Rings are a mechanism to protect data and functionality from faults (fault tolerance) and malicious 

behaviour (computer security) [162].  X86 processor architecture [163] allows for four privilege levels (0-3).  Zero 

being the most privileged and three the least privileged (Figure 4-11).  Only two levels are used in a non-

virtualised environment: Ring 0 is reserved for operating system functionality and user applications are run in 

Ring 3.  System calls and user-model calls being carried out in their respective zones.  As hardware manufacturers 

have added virtualisation support (Intel VT [164], AMD-V [165]) to processors, a new protection ring has been 

added to some code instruction sets.  Elisan et al [166] call this layer a “ring-1” and it allows the hypervisor to 

monitor the guest operating systems running in ring 0 but not true ‘ring 0’ (in that they’re using virtualised 

hardware as opposed to physical hardware).  This layer is known as a ‘thin hypervisor’ [167]  It should be noted 

that for this ‘ring -1’ to exist, the processor (of the physical machine) must support virtualisation extensions 

(Intel VT, AMD-V).  Thin hypervisors form the basis for rogue hypervisor attacks which will be discussed in the 

following subsections.  Microsoft Hyper-V [168] is commonly referred to as a type 2 hypervisor although this is 

not accurate.  Upon installation of the Hyper-V server role (within Windows), a process is followed similar in 
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construction, to that of a rogue hypervisor attack which places the Host OS into a VM and installs the Hypervisor 

below the OS (Figure 4-11).  In a Xen Hypervisor architecture (primary focus of this study), the Host OS / Dom0 

resides in Ring 1.  In all situations, user applications remain in ring 3. 

 

 

Figure 4-11 Protection Ring Architecture with Processor Virtualisation [169] 

Figure 4-12 [170] depicts the components and interactions of a type 1 hypervisor.  The dotted line delineates a 

‘trusted ecosystem’ or rings 0 and 1.  Six interactions are identified as significant and an understanding of these 

communications is critically important if we are to identify and contextualise threat events associated with 

multitenancy.  Virtualisation introduces new forms of interaction between the operating system and physical 

hardware.  This exchange of information and resource management must be clearly explained if the threats and 

vulnerabilities to cloud computing are to be assessed. 

 

Figure 4-12 Hypervisor Interactions [170] 
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Number Name Description 

1 Host OS “Dom0” in Xen vernacular. A privileged domain responsible for 

managing unprivileged domains [22].  Dom0 runs the XEN 

Management Toolset. 

2 Emulator QEMU (Quick Emulator) [171] performs hardware 

virtualisation.  QEMU emulates multiple components 

(Processor, Memory, Network, Input / Output (I/O)) 

3 Hypercalls Communication between Dom0 and Hypervisor through 

Hypercalls – examples being system admin using Dom0 for 

guest OS configuration. 

4 Device Drivers The Host OS may include device drivers for direct 

communication with machine hardware. 

5 Guest OS <> Hypervisor Guest OS communicates directly with Hypervisor via hypercalls 

when it has an explicit need to request a service. 

6 Guest OS <> Host OS / Emulator Communication via VM Exits. 

Table 4-2 Hypervisor to VM Communication 

Steps 5 and 6 (above) are the primary vectors for the VM Escape (5) and VM-to-VM attacks (6) we will discuss in 

the following sections.  A VM Exit is an event which occurs when a VM’s code is interrupted and the hypervisor 

code begins to execute to handle some event (e.g., emulate memory access, deliver a virtual timer interrupt).  A 

hypercall is like a system call and is used by the guest VM to request explicit services from the hypervisor [170].  

Hypercalls are used in situations only where paravirtualisation16 is leveraged [155] .  

There are frequently times with a currently running VM needs to pass control to the hypervisor for the running 

of system privileges.  When this is necessary, a VM Exit is invoked.  VM Exists occur for a plethora of reasons.  

On a 64bit x86 processor running virtualisation extensions, there are 56 reasons for a VM Exit and these form 

the biggest threat to the security of a virtualised environment [170].  VM Exits are called when the guest OS 

attempts to access memory at a physical address, execute an I/O instruction or read / write to specific registers.  

Hypervisor functionality can be broken down into 11 functional areas [155]: 

                                                             

16 Paravirtualisation is method of providing I/O virtualisation in XEN.  It reduces both cost and complexity 

although the guest OS must be modified to host a “front end driver”.  This driver syncs with a back end driver 

which resides on the hypervisor and has direct access to hardware. 
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Figure 4-13 Hypervisor Functionality 

There are two commonly accepted forms of hypervisor: 

Type 1 Hypervisor:  

An abstraction layer sitting directly on hardware and mediating access to virtual machine images.  A Type 1 

hypervisor is commonly referred to as a “bare metal” hypervisor as it resides directly between hardware and 

virtual machines. Amazon Web Services (AWS) [20] is based on a customised Xen software stack.  AWS “has the 
largest share of compute capacity in use by paying customers — many times the aggregate size of all other 
providers in the market” [21]; for this reason, we will be using the XEN architecture (Figure 4-14) in our discussion 

of Type 1 hypervisor vulnerabilities. 

 

Figure 4-14 Xen Architecture [155] 

In a Xen architecture, Ring 1 functionality is provided through the “Dom0” which takes the role of Host OS.  Dom0 

facilitates the management functions.  Dom0 is constructed of a Linux-based kernel.  Having Dom0 carry out VM 

management functions calls the guest VMs to run without VM customisations (HVM - fully virtualised mode 

[155]).  Dom0 also exposes emulated hardware devices through a single instance of QEMU [171] which allows 
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for near native guest VM system performance although this emulation layer has been known to present 

vulnerabilities to the virtualisation ecosystem [172]  

Type 1 hypervisors are used across popular public IaaS technology solutions offered by Amazon [20] and 

Rackspace [173].  

Type 2 Hypervisor: 

A precis of type 2 hypervisors has been included for completeness.  Type 2 hypervisors consist of a software 

capability installed within an OS instance thus requiring an additional layer and subsequently attack surface.  

Type 2 hypervisors are generally suited to workstation emulation and testing; they are not generally used for 

production environments [19]; a requirement of a type 2 hypervisor is the installation of a host OS to house the 

hypervisor.  This approach introduces both performance and security considerations for the enterprise.  

Interestingly, across my research I discovered that most reported vulnerabilities associated with hypervisors and 

resource isolation related to type 2 hypervisor environments [174, 175].  

VMWare Workstation [176] and Oracle Virtualbox [177] are examples of type 2 hypervisors. 

 

Figure 4-15 Oracle VirtualBox Architecture [178] 

4.7. THREAT ACTORS 

In my introduction to this chapter, I raised two questions relating to potential vulnerabilities of multitenancy: 

“Are the vulnerabilities associated with resource sharing exploitable with a reasonable degree of likelihood 
by range of threat actors with varying levels of skill and persistence?” 

“Are the vulnerabilities of multitenancy appropriately contextualised and do other attack paths exist which 
are more likely exploitable by all / any of the threat actors used in this study?” 

To answer these questions, I need to analyse the threat actors which are appropriate in a discussion regarding 

the exploitation of multitenancy.  In Section 3.5, explicit reference was made to three threat event / actor 

categories: 
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• Adversarial 

• Accidental 

• Environmental 

The (multitenancy / resource isolation) vulnerabilities and threat events outlined in this paper focus significantly 

on adversarial threat events.  Our study of vulnerabilities associated with resource isolation will take the view 

of an attacker for the following reasons: 

1. There are adversarial threat events which are (at least ostensibly) “cloud-enabled”. 

2. Most academic and industry literature reviewed by the author [154, 179, 18] focus on adversarial 

events. 

3. Adversarial events allow us to compare other malicious threat events to contrast the seriousness of 

resource isolation attacks compared with other contemporary threat events. 

4.7.1. MALICIOUS ACTOR CATEGORIES AND ATTRIBUTES 

In the same way that “exploiting multitenancy” is too general a term in assessing impact and likelihood of a 

threat event, “malicious actor” is generally categorising someone or something as having nefarious intentions.  

Intention and motivation are attributes to consider but of limited value without skills and opportunity.   Examples 

of this generalisation exist ubiquitously within the IT space.  For example, if we suggest that high impact breaches 

are exclusively the responsibility of a state-sponsored aggressor, there is a feeling of placation: if all aggressors 

have unlimited funds, perseverance and skill, of course they are going to succeed.  Whilst such adversaries exist, 

many data breaches are the result of poor security hygiene and the exploitation of vulnerabilities by lesser-

skilled, opportunistic criminals.  It is important we understand the threat landscape and the actors we are 

protecting our organisations from; when we talk about the risks of public cloud, it is important to ask: “risks from 

whom?” as much as it’s important to understand the organisational appetite for risk.  If your actors are not 

motivated or capable, there is no risk. 

The ISF [106, p. 27] has addressed the broad nature of threat actor / event categories through the introduction 

of threat attributes.  These will form a key component of our assessment criteria for impact and likelihood of 

an exploit relating to resource isolation. 

We pay special attention to the attributes associated with an adversarial / malicious actor: 

• Capability: How proficient is the threat and how well resourced is it? 

• Commitment: The resources the threat willing to expend (time, money)? 

• History: Is there a history of this type of threat carrying out this type of attack? 

• Motivation: To what extent is the actor motivated? 

From these attributes, we derive two important risk factors [106, p. 29] (Figure 4-16): 

Likelihood of initiation (LoI): The likelihood that a threat will initiate one or more threat events against the 

environment being assessed – assessed through “history” and “motivation”. 

Threat Strength (TS): TS is critically important as all malicious actors should not be treated equally. Threat 

strength is established by assessing an actor / event’s “capability” and “commitment”. 
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Figure 4-16 Adversarial Threat Attributes 

Both LoI and TS are measured qualitatively across four ratings: Negligible, Low, Moderate or High (0-3).  We take 

the aggregated score and this gives us our risk factor rating (Figure 4-17). 

 

Figure 4-17 IRAM2 Threat Risk Factors [106] 

In my research and analysis of resource isolation vulnerabilities, it is evident that likelihood of a successful attack 

depends on the attributes of the threat actor.  In the following subsections, I will present the threat events, 

vulnerabilities and security controls associated with public cloud resource sharing.  To contextualise these 

threats, I believe that it is necessary to select prominent threat actor categories and assess each threat in the 

context of the actors.  For my study, I have decided to select three actor categories which I have documented in 
Table 4-3.  This table includes a qualitative analysis of each actor’s capability and commitment used to aggregate 

a “threat strength”: 
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Threat Actor Description Capability Commitment Threat Strength 

Opportunistic Script Kiddie, lone-wolf. 1 2 Low 

Organised 

Criminal 

Financially-motivated, skilled cyber 

adversary 

2 2 Moderate 

Nation State Government supported and financed 3 3 High 

Table 4-3 Threat Actor Capabilities 

Threat strength has been assessed using the IRAM2 model (capability + commitment).  Threat strength will 

remain consistent across each type of attack scenario discussed below.  For each case, I will consider individual 

“history” and “motivation” attributes.  I perform this activity to allow organisations to make an informed 

decision regarding the threat actors they are willing to concede are capability of extracting information or 

infiltrating a network – this varies from industry to industry.  Whilst a government agency may consider the need 

for protection from nation state actors, this may not be appropriate for a small to medium organisation; they 

may decide that the likelihood and / or impact of such an assailant compromising their network is too great a 

cost to mitigate.  They therefore make a conscious decision to “accept” the risk (Section 3.2). 

A process of qualitative risk analysis will be undertaken for each threat event by applying an attacker-centric 

view of exploitation.  By decomposing threat actors, we can better assess risk.  A common question from board 

executives in relation to a data breach or a cyber-attack is “could this happen to us?”  Whilst several variables 

come into play, the security professional needs to consider the attributes of the assailant.  I apply categorisations 

through the ISF’s concept of “threat strength” [106]. 

Selecting which threat actors to include in my analysis was a difficult process.  My selections of opportunistic, 

organised financial criminal and nation state were based on a desire to provide coverage across the broadest 

range of attackers possible.  The rationale being that this would best contextualise findings and evidence that 

different actor types require different security controls. The category of “hacktivism” has been intentionally 

omitted from our classification.  The motivations of a hacktivism focus on overt actions to further an ideological 

or political cause.  Compromising the CIA of an enterprise through the exploitation of resource isolation 

vulnerabilities can be associated with the overt requirement of a successful hacktivism campaign although 

generally defacement of digital property and denial of service better fit the hacktivism modus operandi.  As an 

MSc thesis is a time and scope-bound activity, threat actor categorisation has not been covered in detail.  I would 

recommend that anyone wishing to obtain a broader understanding of threat actor categories should refer to 

the SANS Institute (Irwin) paper entitled “Creating a Threat Profile for your Organisation” [180]. 

I consider history and motivation of the actor to contextualise likelihood although this should be considered a 

measure of intent or an “inherent likelihood”; simply because an actor is motivated and there is a history of this 

event, this does not mean the threat event will be successful.  I will subsequently assess the likelihood of success; 

this measurement takes the threat strength of an attacker initiating an event but also considers the maturity 

and coverage of selected controls.  This is a pragmatic process which provides true visibility into feasibility of 

exploitation.  A scoring table is included below which includes ratings from the IRAM2 paper: 
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Control	
Strength	

Threat	
Strength	 Negligible	 Low	 Moderate	 High	

High	 Negligible	 Negligible	 Low	 Moderate	

Moderate	 Negligible	 Low	 Moderate	 High	

Low	 Low	 Low	 High	 High	

Negligible	 Low	 Moderate	 High	 High	

Table 4-4 Likelihood of Success Formula 

The final equation which needs to be performed is the residual likelihood.  Through obtaining residual likelihood, 

the organisation can make a balanced risk decision.  We understand the threat actor, the threat event but 

importantly, the efficacy of control(s).  

Likelihood	
of	
Initiation	

Likelihood	
of	Success	 Negligible	 Low	 Moderate	 High	

High	 Moderate	 Moderate	 High	 High	

Moderate	 Low	 Moderate	 Moderate	 High	

Low	 Low	 Low	 Low	 Moderate	

Negligible	 Negligible	 Low	 Low	 Low	

Table 4-5 Residual Likelihood Formula 

The ISF IRAM2 documentation [106] demonstrates an end to end view of the risk assessment process and 

provides the reader with an understand of the constituent components (Figure 4-18).  I include this 

diagrammatical view as the assessment criteria and metrics introduced above can appear daunting to anyone 

new to the IRAM2 process.  Figure 4-18 evidences not only that threat actors initiate threat events but also that 

the likelihood of success associated with an attempted data breach / cyber-attack takes not only the strength of 

the attack but also the strength of the controls within the victim environment.  I assert that if a similar process 

had been applied to some of the seminal work around “cloud risk” [154, 18, 179], a more contextualised view 

of likelihood would have been concluded. 
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Figure 4-18 IRAM2: Assessing Residual Likelihood [106] 

For each attack step outlined in the following section (and in Figure 4-19), I will include three tables.  These 

contain the results of my qualitative analysis and will cover: 

Table Name Description 

Likelihood of Initiation Assessing capability and commitment of the threat actor for a specific threat 

event 

Likelihood of Success Balancing the history and motivation of the actor with available strength and 

coverage of controls 

Residual Likelihood Combining Likelihood of Success with Likelihood of Initiation 

Table 4-6 Categories of Table for Threat Analysis 

4.8. ATTACK CATEGORIES AND PREREQUISITES: RESOURCE ISOLATION  

In Section 4.7.1, I reviewed the “who” in our attack scenario.  The adversaries capable of mounting an attack on 

our cloud infrastructure.   In this section, I am defining the “how”.  We understand the actors in our risk equation 

but how do they initiate an attack on our infrastructure? 

Information security conferences and journals regularly contain features on the threat events that exploit 

vulnerabilities in a virtualisation stack which has afforded an attacker the ability to steal information and / or 

alter information in another tenant’s space [181, 179].  Considerations must be made for the circumstances in 

which exploits are presented – several hypervisor and virtual machine attacks have been performed under proof-

of-concept conditions without instances being publicly documented in the wild [154, 179]. 

Many academic papers [154, 18, 170] have been written extensively and comprehensively about threat events 

which have exploited vulnerabilities in virtualisation architecture.  These threat events are real and require 

consideration. I have identified five core threats vectors which can be attributed to resource isolation and which 

would exploit the vulnerabilities outlined by OWASP [110] and ENISA [35].  In the interests of time and scope, I 

have decided against conducted my own threat modelling activity.  The rationale being that many before me 
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[18, 166, 154] have defined the threat events applicable in this context.  Whilst variations and subtleties exist, 

four prominent threats stand out for analysis in this paper: 

• VM Escape 

• Rogue Hypervisor 

• Inter-VM Attacks 

• Denial of Service / Resource Exhaustion 

The following sections will explore each of the above threat events.  The objective of this activity is to provide 

input into a qualitative risk equation and to understand the vulnerabilities unique to public cloud and the 

methods with which we can exploit them.   

It is imperative to not only understand that a vulnerability exists and that a threat actor is incentivised to pursue 

a target but also to qualify what steps an attacker needs to go through to exploit a vulnerability.  We will achieve 

this through the adoption of the ISF IRAM2 model and the inclusion of “Likelihood of Initiation”.  As discussed in 

Section 4.7.1 threat strength can be static in each case as we are dealing with a closed set of consistent actors.  

I do however acknowledge that as exploits are developed by a skilled attacker, these are often transferred into 

repeatable packages that can be later leveraged by less-skilled assailants.  In the context of this study, I am 

applying a static “threat strength” for each assailant and I am assuming that the “capability” and “commitment” 

of the attack remains consistent.  I do appreciate that as malware is commoditised and vulnerability information 

is made available, an assailant’s “capability” increases.  

It is important that any risk management activity considers the strength and coverage of security controls.  

Simply because an attack is likely to take place, this does not mean that it will be successful.  The focus of my 

study, for reasons of coverage and open access to the Xen hypervisor, is AWS.  The security controls available to 

users of AWS provide organisations with access to carrier grade security capabilities which many would not be 

able to afford if they were sourcing and running them locally; at a high level, these are covered in Section 2.3.2. 

The service-based model of cloud not just being attractive for infrastructure and applications but also the 

improvement of security controls for organisations.  

The sensationalism of cyber-attacks is common place in both technology and mainstream media; the laborious 

steps necessary to exploit a vulnerability can be overlooked in favour of a good headline.   I have prepared an 

end-to-end attack tree with the goal of highlighting the complexity of hypervisor compromise and the steps that 

we will decompose in the following subsections (Figure 4-19): 
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Figure 4-19 Multitenancy Attack Tree 

I wish to prove a hypothesis that the threat events considered “in-scope” for public cloud environments require 

the completion of several preliminary tasks which in themselves would deter all but the most persistent, patient 

and well-funded of threat actor.  There are two foot printing activities which are sometimes often overlooked in 

an analysis of resource isolation vulnerabilities. 

4.8.1. STEP 1: MAPPING THE CLOUD 

The first step in conducting an attack is to map the cloud environment.  This aligns to the “Information 

Gathering” and “Network Mapping” phases of the Information Systems Security Assessment Framework (ISSAF) 

[182].  Public CSPs, by nature of being public, need to make their Internet Protocol (IP) address ranges readily 

available to customers. 

Ristenpart et al [154] have researched the processes associated with foot printing cloud infrastructure based on 

Amazon’s EC2 public cloud.  Their findings identify a mechanism to the discover information regarding public 

Amazon AWS services and their study provides empirical evidence of co-residence based only on network 

probing / mapping.  Their investigation identifies a strong association between a VM’s IP address and other 

important creation parameters: size of VM, location, compute power, etc.  A conclusion is reached that different 

Amazon Availability Zones leverage separate physical infrastructure [154].  Based on the limited sample sets of 
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the study, there appears to be an association between IP subnets and resource types; again, understandable for 

reasons of management and operational efficiency.   

At first-glance, the simplicity of network mapping could cause concern; however, this attack phase is predicated 

on the ability for an attacker to receive enumeration information from the hosts via tools such as NMAP [183] 

and Hping [184].  This is where control strength is an important consideration.  It is a simple step to block the 

ability for hosts to respond to such interrogation.  The methodology used in [154] leverages the use of a TCP 

Connect probe which attempts to complete a three-way TCP Handshake between source and target.  Hping is 

used to send “TCP SYN” Traceroutes. Wget [185] is also used to return webpages over common HTTP ports: 80 

and 443.  Amazon AWS provides native “Security Group” functionality which allows the administrator to control 

the TCP and UDP ports, along with ICMP traffic and source addresses which are allowed ingress / egress access 

to your public cloud instances (Figure 4-20).  The default configuration being a “deny all” inbound.  The inherent 

impact is being assessed without an understanding of the controls and mitigations available.  

 

Figure 4-20 Amazon Security Groups [72] 

There is reference in [154] to “obfuscating co-residence” where a CSP could render co-residence checks 

ineffective (through firewalls and access control lists (ACLs)) acknowledging that co-residence checks would 

subsequently need to rely on side-channel attacks which are proven to have a low success rate and will be 

dissected in Section 4.9.3. 

Figure 4-21 visualises Amazon’s approach to “architecting for multitenancy” (Section 4.5).  Applications should 

be designed considering a concept of “least privilege” in which only the access and configuration necessary for 
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a component should be enabled.  This is an important design configuration for multitenancy and salient to a 

discussion regarding mapping the cloud; the discovery of a web server should not infer the detection of 

databases and file stores which will house sensitive information and protected via appropriate logical and 

physical controls. 

 

Figure 4-21 AWS EC2 Defence-in-Depth  

 

 

 

 

Table 4-7, I perform a qualitative assessment of the likelihood of initiation for our three threat actors: 

 

 

 

 

 

 

Table 4-7 Likelihood of Initiation: Mapping the Cloud 

The threat event in this scenario (Table 4-7) is network scanning.  Using AWS EC2 as our case example, the 

control strength must be “high”.  Controls exist within VM images and AWS provides a native cloud firewall 

capability within the hypervisor.  Network scanning is a preliminary phase of most cyber-attacks and the skills 

Actor  History Motivation LoI Score 

Opportunistic 2: Moderate 1: Low Moderate 

Organised Criminal 2: Moderate 3: High High 

Nation State 2: Moderate 3: High High 
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needed to perform this activity are foundational and complex scanning tasks have been automated through 

penetration testing platforms such as Kali Linux [186].  Making this task easier within an AWS context is the 

recent release of Kali Linux within Amazon Marketplace [187]; actors can now paradoxically benefit from the 

service-based, cost-effective, elastic benefits of public cloud to potentially compromise data and system 

availability within public cloud (Figure 4-22).  

 

Figure 4-22 Extract from AWS Pricing for Kali Linux Instances [187] 

The likelihood of success (Table 4-8) for a threat actor to successfully map cloud infrastructure is negligible and 

low for opportunistic and financial criminals respectively.  There is a moderate likelihood of success for a nation 

state actor based on the completeness of available controls.  Whilst the threat is well-funded with technical skills 

and persistence, the controls are robust. 

Actor Control Strength Threat Strength Likelihood of Success 

Opportunistic High Low Negligible 

Organised Criminal High Moderate Low 
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Nation State High High Moderate 

Table 4-8 Likelihood of Success: Mapping Cloud 

The residual likelihood (Table 4-9) for an opportunistic criminal is low.  As our control strength is high, the 

adversary will need to apply evasion techniques to permeate the firewall-based controls which can be applied.  

These skills are out of the reach of the opportunistic criminal but a technically-skilled criminal could apply such 

methods. 

Actor Likelihood of Initiation Likelihood of Success Residual Likelihood 

Opportunistic Moderate Negligible Low 

Organised Criminal High Low Moderate 

Nation State High Moderate High 

Table 4-9 Residual Likelihood: Mapping Cloud 

Our findings here match industry expectations.  If a nation state wishes to compromise an organisation they 

have the tools and funding to do so.  My research identifies controls which can mitigate the inherent 

vulnerabilities outlined in [154]. 

4.8.2. STEP 2: ACHIEVING CO-RESIDENCE 

In Section 4.8.1, I identified the steps necessary to identify a victim / target VM.  If this was completed 

successfully, which is a complex activity, the attacker now needs to achieve co-residence on the same physical 

hardware.  It is important to acknowledge that all the attacks identified in Chapter 4 require physical co-

residency. 

For a VM escape or rogue hypervisor exploit, the attacker will need to ensure that she is resident on the same 

physical hardware as the victim machine.  Any other form of attack would be opportunistic in nature.  There are 

several means of achieving co-residence. 

Xen hypervisor uses the Dom0 Host VM.  When a guest VM communicates with Dom0, traffic is routed through 

the hypervisor layer.  As the hypervisor is exposing virtual network resources, it is the only network hop between 

the two machines when performing a TraceRoute.  In a situation where only a single hop exists, it can be 

determined that the same physical machine is being used.  

Elisan et al [166, p. 172] explain how tools have been authored to cover co-residence and make the process of 

identification straight-forward.  It is reported that “…in some natural attack scenarios, just a few dollars invested 
in launching VMs can result in a 40% chance of placing a malicious VM on the same physical server as your 
target” [154].  This process in known as “instance placement” and the figures here (40%) [154] relate to an 

m1.small EC2 instance type [188].  This is an important detail as the (now legacy) m1 Instance Type was a general 

purpose and relatively low-specification VM.  It is unlikely that such images would be deployed for an enterprise 

customer thus rendering findings of limited value. 
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I assert that a 40% chance of success is only a 40% chance of achieving success across a single phase of a highly 

complex, multi-stage attack.  This “high” likelihood isn’t representative of an overall chance of success in 

extracting sensitive information. 
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Other methods of confirming co-residence in Amazon EC2 include [154]: 

• Identical Dom 0 IP Addresses 

• Small IP Packet Round Trip Times (RTTs) 

• Numerically close IP addresses (within 7) 

In Section 4.9.3, I explore direct communication from VM-to-VM which avoid the hypervisor layer, essentially 

these are covert channels.  The ability for successful VM-to-VM communication infers co-residence on the same 

physical hypervisor although this approach bears an extremely low level of likelihood. 

A concept of brute-force placement of virtual machines has yielded some evidence of success.  Brute forcing is 

the process of launching a high-volume of virtual machines over an extended period to have machines resident 

on the same physical target. By creating machines with similar creation parameters, it is believed that these 

machines will be created synchronously across physical machines. Results are scarce and the control set too 

small to indicate conclusive proof although Ristenpart et al [154] suggest that for an m1.small (instance type) 

VM, co-residence can be achieved some of the time.  The methodology followed is included below: 

1. Enumerate a set of victims 

2. Assess which availability zone and resource type the IP belongs to 

3. Now repeatedly spin up ‘probe instances’ in these regions and see if co residence is achieved 

4. If not, terminate 

Ristenpart et al [154] performed this work with limited success; in their target group of 1686 servers, over 18 

days, an 8.4% coverage was achieved.  This evidences a high concentration of effort, time and money for limited 

returns. 

Instance Flooding is another form of placement strategy.  It is analogous in structure to a buffer overflow attack 

[189].  The theory is that an attack would run as many virtual machines as possible in parallel in an availability 

zone and of the instance type required.  This attack vector apparently exploits features of the placement 

algorithms in AWS.  The attack is however predicated on knowing precisely when a target VM has been launched 

and being able to launch multiple VMs at this time.  Amazon also limits a single account to launch 20 concurrent 

VMs thus further mitigating the vector. 

Based on my research and the findings above, my qualitative assessment of the likelihood of initiation for co-

residence is included below in Table 4-10: 

Actor History Motivation LoI Score 

Opportunistic 1: Negligible 1: Negligible Low 

Organised Criminal 2: Low 3: Low Low 

Nation State 2: Moderate 2: Moderate Moderate 

Table 4-10 Likelihood of Initiation: Co-Residence 
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An opportunistic criminal is priced out of this attack through the effort in time and money needed to achieve 

success.  It is possible that a financially motivated criminal has the skills and funding to achieve success some of 

the time although the return on investment isn’t there to make brute-forcing of VMs or instance flooding viable 

business models.  Nation state actors have the skills, funding, motivation and commitment to carry out such an 

attack if they feel that a target can be compromised through such means.  Recent research would however 

suggest that more direct attacks leveraging social media campaigns would be easier to implement with a far 

higher likelihood of success [190]. 

Actor Control Strength Threat Strength Likelihood of Success 

Opportunistic Moderate Low Low 

Organised Criminal Moderate Moderate Moderate 

Nation State Moderate High High 

Table 4-11 Likelihood of Success: Co-Residence 

I decided upon a control strength of “moderate” in relation to a co-residence attack (Table 4-11).  Inherent 

controls exist to limit the numbers of machines that can be brought online in parallel [154].  AWS fraud 

protection mechanisms leverage machine learning and are mature in themselves [191] .  To create an account 

with AWS, you must register an active credit card and payment address [192].  This essentially means that a 

criminal would have already have had to successfully harvested or purchased an identity and record a payment 

card on file which has not been reported lost or stolen. 

Actor Likelihood of Initiation Likelihood of Success Residual Likelihood 

Opportunistic Low Low Low 

Organised Criminal Low Moderate Moderate 

Nation State Moderate High High 

Table 4-12 Residual Likelihood: Co-Residence 

The barriers to entry for this phase are noticeably higher than those associated with network mapping.  The 

likelihood of creating a virtual machine with a specific configuration and having that virtual machine coexist on 

the same physical hypervisor as a victim virtual machine are almost zero.  The likelihood increases as investments 

are made in the time, funding and parallel processing. 
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4.9. ATTACKS ON THE HYPERVISOR 

Context is critical across cyber and information security.  Sections 4.8.1 / 4.8.2 were included to stress the 

commitment and capability attributes that a threat actor must possess to perform a targeted attack leveraging 

a hypervisor as her point of entry.  There are simply easier methods to ‘pwn’17  a victim.  If preliminary 

footprinting and placement activity is successful, the attack now turns to compromising the hypervisor; the goal 

being the extract of or prevention of access to, or interference with data. 

Attacks on the hypervisor are focused in two core areas: 

VM Escape:  An attacker can break from a VM and exploit arbitrary code with hypervisor 

permissions 

Rogue Hypervisor: Attacker takes control of hypervisor. 

Both attacks exploit the vulnerabilities called out by ENISA related to resource isolation. At face value both 

vulnerabilities appear critical and should be treated as a serious consideration in public cloud adoption.  I will 

proceed to assess under what conditions these attacks could take place and if controls could be applied to 

mitigate or remove the threat (or vulnerability).   

4.9.1. VM ESCAPE 

The objective of a VM Escape attack is to conduct arbitrary actions with the privileges of the hypervisor layer as 

opposed to a guest VM [154].  The ability to conduct this form of attack violates the fundamental principle of 

virtualisation which is to ensure resource isolation between virtual machine instances across the physical 

hardware [151]. 

Hypervisors are required to run at the most privileged level of operation, by breaking out of a guest VM and 

running commands in a hypervisor context, the attacker is potentially able to take control of the underlying 

hardware and all VM images.  “VM escape attacks are catastrophic threats to the cloud platform as the 
hypervisor is a single point of failure” [18].  My goal, when identifying VM Escape attacks as a credible threat to 

public cloud environments, is to assess the likelihood of a threat actor exploiting vulnerabilities of multitenancy 

through a VM Escape threat event.  

I began my research with an assessment of likelihood and a review of publicly reported VM escape 

vulnerabilities: 

In 2015, a vulnerability was discovered in the XEN Hypervisor which allowed administrators of paravirtualised 

hosts to exploit the mod_l2_entry function in arch/x86/mm.c file through a lack of level 2 page table entry 

validation.  This elevation of privilege attack required the host to be running paravirtualisation and Xen versions 

3.4 through 4.6.x. [193].  The discovery of the Virtualised Environment Neglected Operations Manipulation 

(VENOM) vulnerability [194] was the first widespread vulnerability which affected type 1 hypervisors of multiple 

vendors.  VENOM exploited the Floppy Disk Controller (FDC) resident in Xen Hypervisor18 (4.5.x and earlier) and 

had the potential to allow local (guest) users to cause a) denial of service attack or b) allow the escape from a 

                                                             

17 PWN is a colloquial term and refers to the process of compromising an endpoint 

18 VENOM exploited the QEMU’s virtual floppy disk controller.  QEMU being used by multiple vendors: Xen, 

KVM and Virtualbox. 
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guest VM and execute arbitrary code on the Host VM (Dom0).  VENOM was discovered (and named) by cyber 

security firm Crowdstrike [172]; responsible disclosure was followed and patches were developed for vendor 

(hypervisor) offerings.  This collaborative approach avoided VENOM wreaking havoc in the wild.  It is important 

to recognise that such an attacker would require local administrative-level rights to the guest VM in able to 

exploit the vulnerability. 

I do not want to underplay the significance of VENOM or CVE-2015-7835 before it but it is important to 

contextualise the vulnerability.  VENOM, in some circumstances, would allow the escape from a guest OS and 

allow the execution of code at a higher privilege level.  VENOM could also endanger the confidentiality, integrity 

or availability of another guest VMs on the same physical server.  Abuse of local administrative credentials are 

certainly not a new threat, exclusive to public cloud. Tools [195, 196] exist for multiple flavours of Microsoft 

Windows to essentially elevate from Local Administrator to Domain Administrator thus providing a network-

wide level of administrative access and arbitrary code execution.  The difference with VENOM or other 

conceptual VM Escape is the multitenancy position: other guest VMs will almost certainly belong to other 

customers.  For VENOM to be leveraged in a targeted attack, the malicious actor would need to have performed 

network mapping and co-residence activities identified in this paper.  Assuming the victim in question was 

housing sensitive information and / or the property of an enterprise organisation, it is a safe assumption to make 

that a network / host firewall or AWS security group would stop the assailant early in the kill chain19. 

Many proof of concept exploits have been discovered for type 2 hypervisors but even in these situations, where 

there is larger attack surface (compared with type 1), the impact of these attacks has been (perhaps 

unintentionally) exaggerated. In his 2014 Blackhat US talk [181], Wojtczuk talks about several hypervisor 

vulnerabilities which have been overplayed asserting, for example, that high-profile VM Escape attacks such as 

CVE-2014-7188 [197] allowed for the hypervisor to leak “some memory” but that the vulnerability has received 

an “unjust amount of interest” [181] (28:00 mins). 

Denial-of-Service is another outcome of a successful VM Escape attack.  Perez-Botero et al. [155] explain that 

VM Exit handling code does not possess the data structures necessary to invoke exploitable effects other than a 

host or a guest VM crash. 

I expect that VM Escape vulnerabilities will continue to be discovered and analysed academically.  The 

proliferation of bug bounty programmes widens the net of potential testers analysing a system.  Conferences 

such as the Zero Day Initiative’s “PWN2OWN” [157], incentivises hackers and security researchers to find 

vulnerabilities in mainstream virtualisation platforms.  This research can be lucrative, their 2017 conference is 

offering $100,000 to anyone able launch an attack on VMware Workstation or Microsoft Hyper-V which results 

in a guest OS user, with admin privileges, being able to execute arbitrary code on the host operating system 

[157].  During these events, the subject of mitigations and context are rarely discussed.  

  

                                                             

19 Phases of a cyber-attack outlined in [238]. By preventing an assaliant at a specific phase in the chain, the 

attack is thwarted. 
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In Table 4-13, I analyse the likelihood of a VM Escape attack: 

Actor History Motivation LoI Score 

Opportunistic 1: Negligible 1: Negligible Low 

Organised Criminal 2: Low 2:Low Low 

Nation State 2: Moderate 3: Moderate Moderate 

Table 4-13 Likelihood of Initiation: VM Escape 

A very positive result of research scrutiny is that vulnerabilities remain in-the-wild for a very short period, if at 

all.  VENOM had the potential to cause a serious problem to organisations although it was disclosed 

appropriately and patches released in an expedient fashion.  This makes the window of opportunity finite for 

any attacker. 

Table 4-14 outlines the likelihood of success for a VM Escape attack based on the context provided in this 

section: 

Actor Control Strength Threat Strength Likelihood of Success 

Opportunistic Moderate Low Low 

Organised Criminal Moderate Moderate Moderate 

Nation State Moderate High High 

Table 4-14 Likelihood of Success: VM Escape 

Given the reported history of government agencies discovering and “hoarding” software / hardware 

vulnerabilities [198], we cannot say with certainty that there is no history or motivation of nation states 

exploiting hypervisor vulnerabilities although history does suggest that attacks purportedly to be the work of 

”nation states” would be focused higher up the software stack and targeted users [199, 190]; often seen as the 

weakest link.  This brings us back to the motivation consideration; a VM escape attack carries a complex vector 

and a limited likelihood of success. 

Table 4-15 identifies that whilst VM Escape attacks are technically possible, the likelihood of such vulnerability 

being exploited is low in most cases. 
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Actor Likelihood of Initiation Likelihood of Success Residual Likelihood 

Opportunistic Low Low Negligible 

Organised Criminal Low Moderate Moderate 

Nation State Moderate High High 

Table 4-15 Residual Likelihood: VM Escape 

The overwhelming majority of VM Escape attacks have focused on vulnerabilities in type 2 hypervisors. There 

is a high residual likelihood of a nation state carrying out this attack as there are limited controls available if a 

vulnerability is discovered in device emulation software (as with VENOM).  The control is reactive and the 

vulnerability removed through patching.   

4.9.2. ROGUE HYPERVISOR 

As technology paradigms evolve, so does malware.  Rutkowaska [179] defines four levels of sophistication in 

relation to rootkits and malware (Table 4-16).  The most sophisticated of these being relevant for a discussion 

on virtualised rootkits; also, known as a “rogue hypervisor” or “hyperjacking”: 

Malware Type Description 

Type 0 Does not alter the operating system 

Type 1 Malware which modifies things which should never be modified outside of approved OS 

code (CPU registers, OS itself). 

Type 2 Malware that modifies things that were designed to be modified.  Self-modifying code in 

data sections of binary files. 

Type 3 Virtual rootkits which can subvert a running operating system without modifying anything 

at all inside it. 

Table 4-16 Malware Types [179] 

A virtual rootkit / rogue hypervisor moves from operating at the same level as an operating system (ring 0), to 

the level below it (ring -1) [166].  I will focus on hypervisor virtual machine (HVM) rootkits which leverage 

hardware virtualisation support to replace the underlying hypervisor completely with its own custom hypervisor 

and then envelope the currently-running operating systems (hosts and guests) on-the-fly [166].  Virtual Machine 

based rootkits (VMBRs) exist which rely on alteration to virtualisation software rather than hardware 

virtualisation support. Subvirt [200] is probably the most recognised VMBR and therefore warrants 

acknowledgement in this paper.  SubVirt targets Intel x86 processor architecture and inserts itself underneath 
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the host OS.  This results in the creation of a new hypervisor layer (Figure 4-23).  VMBR have a significant 

performance overhead and require rebooting before operational.  SubVirt required modification to the boot 

sector of a hard disk making it susceptible to detection.  VMBRs are destructive although they are considered a 

traditional type of rootkit [166, p. 169] which by relative terms are easy to detect and lack persistence; they will 

therefore not be discussed further. 

 

Figure 4-23 VMBR Architecture [200] 

It is important to explicitly define the process necessary for a malicious threat actor to install and operating a 

HVM rootkit (HVMR).  The consequences of such malware being resident within a physical machine are 

potentially disastrous, allowing the attacker full access to physical hardware and all virtualised instances on a 

machine.  For a rogue hypervisor attack to take place, the installation of malicious rootkit code must occur – 

having researched the feasibility and complexity of this process, I felt it prudent to explicitly document the steps 

necessary [166, p. 178]: 

1. Install a kernel driver in the guest OS 

2. Find and initialise hardware virtualisation support 

3. Load the malicious hypervisor code into memory from the driver 

4. Create a new VM to place the host operating system inside 

5. Bind the new VM to the rootkit’s hypervisor 

6. Launch the new VM – this will switch the host into guest mode. 

 

Each of the above steps requires persistence and a skilled attacker.  HVMRs do not require a reboot (as with 

VMRs).  The Ring -1 layer essentially adds hardware support for virtualisation software.  It is this layer which is 

exploited in a HVMR attack.  Across AMD parlance, this technology is known as AMD-V Secure Virtual Machine 

(SVM) [165] and the Intel equivalent is called Virtualisation Technology extensions (VT-x) [164].  In the interests 

of impartiality and completeness, we will research a HVMR on both the Intel and the AMD architecture. 

 

The purpose of this chapter is to understand the likelihood of a threat actor compromising the confidentiality, 

integrity or availability of information through an event which exploits a vulnerability.  We will continue by 

exploring two Hypervisor Virtual Machine Rootkits to understand the likelihood of a successful compromise.  

BluePill is a HVMR introduced at Blackhat Europe 2006 by Joanna Rutkowska [179].  BluePill was originally based 

on the AMD SVM architecture.  With BluePill, the Host OS is moved, without reboot, into a virtual machine via 

the AMD SVM extensions.   

 

Vitriol is a second HVMR, released around the same time as BluePill.  Vitriol is an Intel VT-x HVMR which 

leverages hardware support to raise and lower the execution level of the CPU, VMX Root for Ring 0 and Non-
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VMX root “less privileged” mode.  Guest OS are launched in non-VMX root but able to call a VM Exit instruction 

when they need to access privileged space [166]. 

Unfortunately, more recent examples of HVMR rootkits were unavailable to critically assess.  This suggests that 

attacks exploiting inherent vulnerabilities in a hypervisor are either ineffective or laboriously difficult and time 

consuming.  With so much written about hypervisor exploits and ENISA defining resource isolation risks as 

critically important, I was expecting to uncover a plethora of documented instances of virtualised rootkit 

malware “in-the-wild20”.  This wasn’t the case.   

Much like most areas of information and cyber security, vulnerabilities are discovered and defenders (vendors, 

researchers, ethical hackers) look to provide fixes, software updates and patches.  A year after Rutkowska 

released BluePill, a group of researchers attended Blackhat US 2007 and presented the drolly titled “Don't Tell 

Joanna, the Virtualized Rootkit is Dead” [201] in which methods to detect the “undetectable” rootkit malware 

was put forward. 

 Table 4-17 identifies that rouge hypervisor attacks are unlikely to occur in most cases: 

Actor History Motivation LoI Score 

Opportunistic 1: Negligible 1: Negligible Low 

Organised Criminal 2: Low 3: Low Low 

Nation State 2: Moderate 3: Moderate Moderate 

Table 4-17 Likelihood of Initiation: Rogue Hypervisor 

There have been no reported instances of HVMR in the wild on either the Intel or AMD instruction sets.  The 

stealth and invisibility of kernel level malware is the desired result of all malware authors although 

misconfiguration and compatibility issues mean that there is a high likelihood of discover by a user.  The 

Windows “Blue Screen of Death”21 being an unfortunately consequence of kernel driver modification (nefarious 

or otherwise) for many years.  

  

                                                             

20 Found within environments considered “production” in nature: enterprise networks, Internet components 

or consumer devices. 

21 Colloquial term, ubiquitous in the IT world, to describe a fatal system error across Microsoft Windows [239] 

technologies. 
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Actor Control Strength Threat Strength Likelihood of Success 

Opportunistic High Low Negligible 

Organised Criminal High Moderate Moderate 

Nation State High High Moderate 

Table 4-18 Likelihood of Success: Rogue Hypervisor 

A skilled, persistent adversary is required to launch a rogue hypervisor attack.  Success is predicated on the 

completion of several steps which we have outlined above.  Having analysed the steps (Table 4-18), they are not 

out of the reach of an organised cyber group although the motivation would be questionable to invest the time 

and energy necessary to make this a financially rewarding venture. 

Actor Likelihood of Initiation Likelihood of Success Residual Likelihood 

Opportunistic Low Negligible Low 

Organised Criminal Low Moderate Moderate 

Nation State Moderate Moderate Moderate 

Table 4-19 Residual Likelihood: Rogue Hypervisor 

The prerequisite steps necessary to successfully locate a victim physical machine are outside the realistic reach 

of an opportunistic criminal or those with financial motivation.  My assessment (Table 4-19) is that whilst the 

vector exists, it is unlikely to be exploited. 

 

The creation of kernel-level rootkits is incredibly difficult; the steps for infection are complicated and 

compatibility issues are overtly obvious to a user.  The research community [201] is also motivated to debunk 

theories of stealth as asserted by Rutkowaska.  Much like the adversarial threat attributes defined for my 

isolation decomposition, the same can be applied to security researchers: Capability, Motivation, Commitment 

and History. 

4.9.3. INTER-VM ATTACKS 

Inter-VM attacks bypass the hypervisor entirely.  The hypervisor is the brain of the virtual machine (VM) 

environment and as such, organisations understand the importance of hardening this layer.  An inter-VM attack 

looks to launch an attack from one VM to another VM residing on the same physical hardware with the goal of 

information leakage or denial of service.  Inter-VM attacks are harder to detect than those targeting the 

hypervisor as hypervisors are a focus of attention for security professionals.  
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It is important to acknowledge that direct VM-to-VM communication is leveraged for non-malicious traffic flows.  

Zhang [18] identifies several methods for inter-VM communication which avoid the hypervisor layer for 

purposes of performance and convenience; these direct communications introduce vulnerabilities which could 

be exploited by a malicious actor.   

Upon completion of steps 1 & 2 outlined in Section 4.8, the attacker must now leverage a side channel attack to 

obtain information which is believed to be retained within the isolation perimeters of VM and hypervisor.  Side 

channel attacks are commonly exploited in cryptographic attacks to uncover sensitive key information.  Side 

channels can also be leveraged in virtualisation attacks across any sharable resource.  Pertinent to this paper, 

side channel attacks for the extraction of cryptographic material (in a virtualisation context) present “serious 

practical challenge” [154].  Namely, coarser scheduling, double indirection of memory addresses and load from 

other machines.  

Contemporary literature challenges the views of [154].  Apecechea et al. [202] suggesting that fine-grained side 

channel attacks are possible in bare-metal, virtualised hardware used in Xen. Their work outlines vulnerabilities 

in OpenSSL [203], PolarSSL [204] and Libgcrypt [205] which makes them susceptible to correlation attacks when 

run on a Xen or VMWare hypervisor.  The attack proposed would result in the extraction of Advanced Encryption 

Scheme (AES) cryptographic key information.  Prior to this study, it was believed that multicore processing 

mitigated the threat of side channel attacks although Apecechea et al. [202] assert that their attack is successful 

in AWS even across multiple cores on the same machine. 

If such sensitive information could be extracted via this method, the impact of inter VM-based attacks would 

grow significantly; however, another primary objective was to understand if [202] introduces new attack vectors 

(via threat events) which needed including in our study.  I conclude that whilst [202] is an interesting academic 

study and there is a theoretical avenue for the extraction of AES keys through side channel, there are several 

mitigations and compensating controls which make the attack complicated, namely [202]: 

• The attack is considered infeasible when dealing with AES 256 bit keys.  

• Only partial keys have ever been disclosed in an intra-VM attack22. 

• Obtaining co-residence is problematic. 

• AES-NI hardware support completely mitigates the threat – XEN 4.0.1 supports usage in guest OS [206] 

I wanted to include this attack vector as it challenges seminal work suggesting that side channel attacks are 

limited to coarse-grained information.  I will not however be including it in our analysis inter-VM side channel 

attacks as AWS runs versions of the Xen hypervisor which are not vulnerable to the attack. 

Having researched the available academic and industry information [18, 154, 202] I conclude that five attack 

channels could be leveraged for inter-VM data exfiltration.  These areas are more coarse-grained than a 

cryptographic side-channel and comparatively less dangerous – the information leaked is not of the sensitivity 

of a secret or pre-shared key (or components thereof).  In Error! Reference source not found. we will present e

ach vector for side channel attack and supporting mitigations, where appropriate: 

                                                             

22 I am not underplaying the significance of partial key discovery.  The weakening of an AES 256 bit key makes 

it more susceptible to brute force attacks however partial key recover would still require extensive work on 

the part of the attacker. 
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Side Channel 
Attack 

Explanation Mitigations 

Cache usage Measuring the CPU utilisation of a physical 

machine. Vector potentially for a denial of 

service attack through the placement of 

additional load on a server during peak 

periods 

Critical systems are set to provide 

redundancy and load balancing.  AWS 

provides auto-scaling and failover 

capabilities.  AWS Cloudwatch can be 

automated to report on such metrics. 

Load-based co-

residence 

Attacker induces computational load on a VM 

and measures timing differences when local 

(co-resident) and remote 

Limited scientific testing: Many factors 

can influence response times and CPU 

performance.  Even less conclusive that 

Step 2: Achieving Co-Residence 

although this would remove the efficacy 

of firewall controls for network probing. 

Estimating Traffic 

Rates 

Load measurements to estimate numbers of 

visitors to a VM.  An attacker could estimate 

peak period of activity for a virtual machine 

E-Commerce platforms are busy on 

public holidays, social media websites 

are busy in the evening.  Passive analysis 

is easier and more likely to yield a 

positive result. 

Keystroke timing 

attack 

Measuring the time between keystrokes for, 

say, password entry and recovering a 

password.  This is achieved in the cloud 

through cache-based load measurements.  

The tests performed [154] were in a 

local environment specifically to 

overcome the complications / controls 

present in EC2, namely multicore 

architecture.  This attack would only 

ever be feasible in EC2 if two VMs time-

shared a core.  There are simply easier 

ways (Phishing, Trojan malware, 

browser plugins) to steal passwords. 

Sniffing attack In [207] the author shows how to sniff traffic 

between virtual machines running on the 

same physical machine 

 “It is not possible for a virtual instance 

running in promiscuous mode to receive 

or sniff traffic that is intended for a 

different virtual instance. While 

customers can elect to place their 

interfaces into promiscuous mode, the 

hypervisor will not deliver any traffic to 

an instance that is not addressed to it. 

Even two virtual instances that are 

owned by the same customer located 

on the same physical host cannot listen 

to each other’s traffic”. [208] 
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Table 4-20 Side Channel Attack Vectors 

Having detailed the side-channel, inter-VM vectors available to an attacker, I will now perform a qualitative 

analysis covering the likelihood of such an attack being conducted (Table 4-21): 

Actor History Motivation LoI Score 

Opportunistic Low Low Low 

Organised Criminal Low Moderate Moderate 

Nation State Moderate High High 

Table 4-21 Likelihood of Initiation: Inter VM Attack 

If the objective is to extract passwords through keystroke timing attacks then cheaper, much more effective, 

routes exist through a combination of social engineering and the deployment of trojan malware such as Dyre 

[209].  Table 4-22 details my qualitative likelihood of success assessment: 

Actor Control Strength Threat Strength Likelihood of Success 

Opportunistic Moderate Low Low 

Organised Criminal Moderate Moderate Moderate 

Nation State Moderate High High 

Table 4-22 Likelihood of Success: Inter VM Attack 

Successful attacks are predicated on transactions running on a single core architecture; something which is 

unlikely in AWS due to its multitenant, shared architecture.  Sniffing attacks at a network level are not possible 

in AWS due to the restrictions on “promiscuous mode” Network Interface Card (NIC) configuration [29, p. 13] .  

This restriction makes the likelihood of success significantly lower on an AWS platform that an environment 

without network-level controls (Table 4-23).   

Actor Likelihood of Initiation Likelihood of Success Residual Likelihood 

Opportunistic Low Low Negligible 

Organised Criminal Moderate Moderate  Moderate 

Nation State High High High 
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Table 4-23 Residual Likelihood: Inter VM Attack 

4.9.4. DENIAL OF SERVICE ATTACKS 

Denial of service (DoS) is the exhaustion of, or removal of access to, resources from a malicious or accidental 

party.   Across 2016, distributed denial of service (DDoS) was in the headlines frequently after several high-

profile attacks which brought many organisations to a standstill.  In fact, in December 2016, a DDoS attack 

essentially “brought down” the Internet for a matter of hours [210].  Irrespective of the specific vector, DoS is 

about the exhaustion of resources, be those resources network, application, compute, disk or memory.  Hyde 

[211] identifies DoS in a virtualisation context and I will therefore present a risk assessment to identify likelihood. 

DoS in public cloud introduces a vulnerability which is not present in a single tenant solution.  DoS attacks in 

public cloud, whilst potentially carrying a catastrophic impact, are easily mitigated through proper configuration 

of the hypervisor [211].  A vector presents itself when the attacker can exhaust, or remove access to, resources 

that are shared for all tenants on the physical hardware.  The objective of the attack is to restrict resources to 

other users. 

Our study focuses on public cloud through the Amazon EC2 Cloud.  Controls exist within the platform designed 

specifically to mitigate and protect against resource exhaustion attacks.  Amazon Cloudwatch is an event logging 

system designed to alert administrators to system and application events and “delivers a near real-time stream 
of system events that describe changes in AWS resources” [115].  Due to the maturity of controls in this space, a 

significant amount of time will not be spent on studying denial of service in the context of compute resource 

exhaustion. 

From a network perspective, I assert that AWS improves an organisation’s ability mitigate DoS and DDoS attacks.  

The AWS network is highly distributed and connected to multiple Internet Service Providers across each 

Availability Zone.  Amazon are responsible for the global infrastructure elements of their platform and the 

customer must ensure that their VM instances are secured against application layer attacks [29].  AWS API 

endpoints (used for customer management) are a vector for DoS although Amazon have recognised this 

deploying (API) endpoints on the same Internet-scale infrastructure as Amazon’s retail organisation where 

uptime and availability are of paramount importance [29]. 

For completeness, denial of service attacks have been included in this study. The exhaustion of resources on a 

physical machine hosting multiple customers presents a threat event exacerbated by cloud.  Table 4-24 includes 

my assessment of likelihood for DoS in a multitenant environment: 

Actor History Motivation LoI Score 

Opportunistic Low Low Low 

Organised Criminal Low Moderate Moderate 

Nation State Low Moderate  High 

Table 4-24 Likelihood of Initiation: Denial of Service 

I was unable to find documented cases of a cloud-based resource exhaustion attack in a production 

environment.  The motivation for such an event would not exist for an opportunistic criminal.  It is possible that 
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an organised financial criminal could consider using this vector to extort money from a customer by threatening 

to render services unavailable but as we have seen in this subsection, the architecture of AWS caters for 

flexibility and availability.  Single points of failure (SPOF) are avoided and any resource exhaustion or DoS attack 

would have little to no impact on an enterprise that have designed a highly available system. 

Actor Control Strength Threat Strength Likelihood of Success 

Opportunistic Moderate Low Low 

Organised Criminal Moderate Moderate Moderate 

Nation State Moderate High High 

Table 4-25 Likelihood of Success: Denial of Service 

Likelihood of success in this context (Table 4-25) would require the attack to render resources unavailable to 

the victim.  As I have documented in this section, the controls available natively in AWS make denial of service, 

at an infrastructure and / or network level, a low probability threat.  It is important to reemphasise that Amazon 

is responsible for the security of the cloud, the customer is responsible for their security in the cloud [138].  As 

such, the customer is responsible for the deployment of security controls for their applications; this would 

include components to mitigation application-layer DoS such was Web Application Firewalls (WAF) / Intrusion 

Prevention Systems (IPS).  AWS Marketplace does provide a comprehensive catalogue of security controls for 

customer consumption [56]. 

Actor Likelihood of Initiation Likelihood of Success Residual Likelihood 

Opportunistic Low Low Negligible 

Organised Criminal Moderate Moderate  Moderate 

Nation State High High High 

Table 4-26 Residual Likelihood: Denial of Service 

DoS attacks in public cloud carry a greater impact to those on a single tenant platform although the controls 

available to a customer are mature and robust. 

4.10. COMPROMISE OF DATA IN THE PUBLIC CLOUD 

The previous section reviewed the “tools, techniques and procedures” that a threat actor could adopt to alter 

the CIA of information in a public cloud environment.  The objective was to apply qualitative reasoning to obtain 

indicative likelihood of an attack.  Likelihood is also evaluated by reviewing the history of such attacks.  Threat 

Capabilities are covered in Section 3.4, the history attribute is used extensively in risk management to gauge 

future likelihood. 
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For all that has been written about the risks of cloud computing, few reports were available to the author which 

covered the loss of confidentiality, integrity or availability of information through a threat event associated with 

multitenancy in a public cloud.  In fact, public cloud breaches that are documented are a result of vulnerabilities 

which would be applicable to an on-premise model (physical or virtual).  I will proceed to identity several high-

profile examples of these in the following paragraphs. 

Apple iCloud [212] is often labelled as a “hack” although their high-profile compromise of 2014 was the result 

of a poorly configured Application Programming Interface (API) which allowed for unlimited attempts at a 

password which facilitated brute-forcing of credentials [213]. 

In 2015, the anti-virus firm Bitdefender [214] suffered from a confirmed breach of customer data [215].  The 

data in question did reside in AWS Elastic Cloud Compute (Public Cloud).  Upon analysis of the attack, it was 

confirmed that credentials were stored and processed in an unencrypted format.  It was purported [216] that 

the attackers had access to the (Bitdefender) network and were taking the credentials as they traversed the 

network.  The headlines read that attacks compromised data within public cloud which is technically true; it was 

however the responsibility of the customer to make sure that their data was encrypted at rest and in transit. 

To retain scope and structure to this study, we will not review all breaches of recent times.  The Breach Level 

Index (BLI) [217] is an excellent resource should anyone wish to review major breaches of the past four years.  

The BLI also attempts to assess compensating controls and context which is in line with my approach to risk 

management. 

If we analyse the largest, most high profile data breaches of the past 12 months, attackers are leveraging tried-

and-tested means of obtaining a foothold within an organisation for the purposes of obtaining information.   The 

adult website “Adult Friend Finder” was hacked and reportedly [218] 400 million accounts were exposed, this 

was the largest breach of last year and will be reviewed as a result.  This breach highlights that organisations are 

simply not doing the basics.  The vector in this case was purportedly a local file include vulnerability (LFI) [219], 

something OWASP have provided guidance around for many years [220].  In our discussion regarding inherent 

impact, this breach identifies a lack of due diligence in the identification of threat events but also controls to 

mitigate impact; the records in the case of Adult Friend Finder were stored unencrypted [218] making exfiltration 

and reuse a trivial task. 

While organisations are failing to perform good security hygiene, it is ill-advised to assert that the exploitation 

of multitenancy would be a viable vector for either an opportunist criminal or a financially-motivated adversary.  

The time, cost, and persistency required along with the high-likelihood of failure make resource isolation attacks 

a poor investment.  A state-sponsored adversary would have the skills, time, motivation and funding to carry 

out attacks such as a rogue hypervisor exploit or achieve co-residency and launch a denial of service through an 

I/O exhaustion attack but there are quite simply other more readily available, easier, stealthier ways of 

exfiltration information [190].   

4.11. COMPARISIONS WITH OTHER THREATS AND VULNERABIILTIES 

An organisation is idiomatically only as strong as its weakest link.  Whilst it is prudent to acknowledge the threats 

and vulnerabilities associated with public cloud computing, there are a myriad of risks to the confidentiality, 

integrity and availability which exist across enterprise environments and through my risk analysis, I assert that 

these are significantly more easily exploited. 

Information security is about people, process and technology.  I would therefore like to identify a vulnerability 

in each of these categories which carries with it a significantly higher likelihood to an enterprise than its adoption 

of public cloud computing or the technical considerations of resource isolation. 
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4.11.1.  PEOPLE: CREDENTIAL MANAGEMENT: PASSWORDS 

Human beings are not designed to storage multiple, complex passwords.  Irrespective of an on-premise or a 

public cloud-based deployment, weak credential management is responsible for many high-profile data 

breaches; in a recent CSA study [221], 22 percent of respondents cited credential compromise as the threat 

event which resulted in the compromise of CIA. 

Unlike the vulnerabilities I have identified for resource isolation, the mitigations associated with credential 

management issues are limited.  Organisations can look to multi-factor authentication products and the 

introduction of out-of-band 23 credential delivery mechanisms although many people will inevitably fall for well-

crafted social engineering attacks. 

Phishing attacks continue to evolve and with the ubiquitous availability of digital certificates [222] contributes 

to the sophistication in appearance of sites aimed as tricking users into entering credentials. 

Paradoxically, cloud computing and the benefits of elastic, service-based subscriptions is compounding the 

problem.  Cyber criminals are hosting virtualised public-cloud infrastructure to attempt brute-force password 

cracking at scale.  As graphics cards continue to be optimised for Bitcoin [223] mining, criminals can therefore 

leverage the same infrastructure [224] for cracking of poorly encrypted password credentials. 

Actor History Motivation LoI Score 

Opportunistic High High High 

Organised Criminal High High High 

Nation State High High High 

Table 4-27 Likelihood of Initiation: Password Attacks 

Table 4-27 outlines the likelihood of initiation for a social engineering attack.  The opportunistic criminal needs 

no specialised skills or technology to deliver a successful attack.  Social engineering can take many forms: phone 

calls, SMS messages, phishing emails.  It is a highly effective attack vector with low barriers to entry. 

Actor Control Strength Threat Strength Likelihood of Success 

Opportunistic Moderate Low Low 

Organised Criminal Moderate Moderate Moderate 

Table 4-28 Likelihood of Success: Password Attacks 

                                                             

23 Out of Band in this context covers the delivery of credentials  
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Nation State Moderate High High 

Table 4-28 (Cont.) Likelihood of Success: Password Attacks 

Controls exist which significantly mitigate the impact of a successful social engineering attack.  The 

implementation of multifactor authentication and out-of-band password delivery although these controls 

impact user experience and are therefore sacrificed in favour of a frictionless user experience. 

Actor Likelihood of Initiation Likelihood of Success Residual Likelihood 

Opportunistic High Low Moderate 

Organised Criminal High Moderate  High 

Nation State High High High 

Table 4-29 Residual Likelihood: Social Engineering 

The likelihood of a compromise of CIA associated with social engineering is significantly higher than the 

likelihood of any resource isolation threat event. 

4.11.2.PROCESS: PATCH MANAGEMENT: VULNERABILITIES 

In 2015, Microsoft announced [225] that the most exploited vulnerability of that year was CVE-2010-2568; as 

the name suggests, a vulnerability identified (and patched) in 2010.  With the proliferation of device types and 

software components across an enterprise, updating and managing the patch management process can be 

onerous and poorly implemented. 

Criminals of all types are exploiting patch management vulnerabilities to deliver arbitrary exploit payloads into 

the enterprise.  Open source vulnerability scanners and the evolution of automated tools such as Metaspolit 

[226] are making the process of scanning for and delivering malware straight-forward for all threat actors. 

Actor History Motivation LoI Score 

Opportunistic High High High 

Organised Criminal High High High 

Nation State High High High 

Table 4-30 Likelihood of Initiation: Automated Attack Tooling 
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Controls in this category are detective in nature.  Depending on the budget of an organisation, antimalware tools 

existing on endpoint.  Organisations should maintain asset inventories of all applications, operating systems and 

middleware components although maintenance of such a list is onerous. 

Actor Control Strength Threat Strength Likelihood of Success 

Opportunistic Moderate Low Low 

Organised Criminal Moderate Moderate Moderate 

Nation State Low High High 

Table 4-31  Likelihood of Success: Automated Attack Tooling 

The likelihood of success for an attacker looking to find and exploit a vulnerability on an endpoint device or 

server are significantly higher than those associated with resource isolation.  Automated tools required to exploit 

OS and applications are readily available and have been used by opportunistic actors to devastating effect [227]. 

Actor Likelihood of Initiation Likelihood of Success Residual Likelihood 

Opportunistic High Low Moderate 

Organised Criminal High Moderate  High 

Nation State High High High 

Table 4-32 Residual Likelihood: Automated Attack Tooling 

The vulnerabilities associated with patch management are a problem which looks to increase in severity as our 

consumption of applications becomes more broad and diverse. 

4.11.3.TECHNOLOGY: DISTRIBUTED DENIAL OF SERVICE 

Section 4.9.4 discussed the specifics of DoS in a multitenant environment.  I assert that Distributed Denial of 

Service (DDoS) attacks are a serious consideration for any organisation although not exacerbated by cloud.  DD0S 

attacks are growing in terms of impact.  Seven of the 10 DDoS attacks greater than 300+ Gbps ever tracked by 

Akamai occurred in 2016, including three in Q4 [228]. 

 A DDoS attack is launched when an attacker uses the resources of a victim (computer).  Last year’s attack [210] 

on the DYN Domain Name Server (DNS) infrastructure reportedly emanated from a myriad of compromised 

devices.  These victims were not computers in a traditional sense; video recorders and CCTV devices were 

exploited through the Mirai Botnet and programmed to send malicious traffic to Dyn’s infrastructure.  Dyn 

estimated [210] that 100,000 devices were compromised and involved in sending traffic to their servers which 

resulted in sites such as Reddit and Twitter being offline for several hours. 
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The purpose of analysing DDoS is to understand the barriers to entry and potential likelihood of attack in 

comparison to exploitation of multitenancy vulnerabilities attributed to public cloud.  Unlike public cloud 

resource isolation vulnerabilities, we have a myriad of attacks which have taken place and for which we can 

critically analyse. 

Cloudflare [229] are an organisation providing Content Delivery Network (CDN) and web optimisation 

capabilities.  In February 2016, Cloudflare reported having to consume DDoS traffic which peaked at over 400 

Gbps (gigabits per second) and worked largely through layer 3 (OSI) and volumetric means [230].  The objective 

being to send more traffic that the target infrastructure can consume and taking a service offline.  Invariably, 

amplification of protocols such as Domain Name System (DNS) and Network Time Protocol (NTP) are used to 

maximise the volume of traffic which can be sent from a small number of attackers.  The point here is that DDoS 

attacks are on the rise and there are few available controls available to reduce or mitigate the obvious availability 

concerns.  Cloudflare stating: “L3 attacks are dangerous because most of the time the only solution is to acquire 
large network capacity and buy beefy networking hardware, which is simply not an option for most independent 
website operators” [230]. 

Actor History Motivation LoI Score 

Opportunistic Moderate High High 

Organised Criminal Moderate High High 

Nation State Moderate High High 

Table 4-33 Likelihood of Initiation: Distributed Denial of Service 

Unlike the threat events we have outlined for public cloud, DDoS attacks can be launched with leased 

infrastructure and carried out by essentially unskilled attackers.  In the world of cyber security, rhetoric suggests 

we are not dealing anymore with a “kid in their bedroom”.  As with the threat events associated with patch 

management, opportunistic criminals can leverage prebuilt “stress testing” environments on the dark web and 

affect the availability of online services with little technical knowledge or funding. 

Actor Control Strength Threat Strength Likelihood of Success 

Opportunistic Moderate Low Low 

Organised Criminal Moderate Moderate Moderate 

Nation State Moderate High High 

Table 4-34 Likelihood of Success: Distributed Denial of Service 

As cited [230], control strength for DDoS prevention is limited.  Interestingly, public cloud significantly 

mitigates the availability risks associated with distributed denial of service.  
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Actor Likelihood of Initiation Likelihood of Success Residual Likelihood 

Opportunistic High Low Moderate 

Organised Criminal High Moderate  High 

Nation State High High High 

Table 4-35 Residual Likelihood: Automated Attack Tooling 

DDoS attacks are an increasingly prevalent threat to organisations, with actors adopting increasingly 

sophisticated means of restricting access to resources [228].  DDoS services are available for hire on the dark 

web making the barriers to entry low.  The controls available to organisations are only partially effective: at a 

network layer, an attack with more bandwidth than a defender is likely to achieve success.  An application layer 

attack relies on the configuration of layer 7 firewalls to mitigate attacks targeted at the application.  Unlike the 

hypervisor-based vulnerabilities outlined in this chapter, DDoS attacks are frequently reported “in the wild” 

[230, 210]. 

4.12. CONCLUSION 

Regardless of NIST’s classification [41], my research has led me to believe that multitenancy is a fundamental 

component of public cloud computing; as is virtualisation.  Gartner [144] acknowledge that as soon as tenants 

are shared at any level from Infrastructure through to application, virtualisation must be utilised to leverage cost 

and performance benefits for both the consumer and the CSP. 

Across this chapter, I have decomposed the components of multitenancy and draw the conclusion that threats 

and vulnerabilities to resource isolation exist in all forms of multitenancy (IaaS, PaaS and SaaS).  Of the 

vulnerabilities identified, a significant number of these are a result of information leakage which could be 

prevented through strong application security lifecycle processes. 

Two discoveries stood out particularly to the author.  Firstly, the ubiquitous reliance on virtualisation and 

multitenancy for the delivery of contemporary IT solutions and secondly, the sparsity of publicly exploited 

hypervisor vulnerabilities or inter-VM attacks.  There is a disproportionately large amount of focus on hypervisor 

and virtualisation vulnerabilities across our industry.  It is accurate to identify the fact that vulnerabilities do 

exist in virtualisation technologies; however, I believe that the effort necessary to successfully exploit these 

vulnerabilities are simply not worth the effort.  I initially assumed that many of the academic papers in the field 

of VM and hypervisor vulnerabilities [154, 18] predate contemporary controls, such as AWS Security Groups, 

which render attacks ineffective or impossible; except for [202], this was not the case. 

Through my research, it has become clear that whilst our ability to innovate isn’t in question, our ability to secure 

existing solutions remains ineffective.  Breaches are being associated with cloud computing [216] where cloud 

is the deployment model, although not the source of the vulnerability.  This is analogous to circumstantial 

evidence.  Cloud adoption is growing and with global organisations adopting cloud-first strategies [231] it is 

imperative that our risk decisions are based on quantitative and qualitative assessment as opposed to visceral 

and poorly-founded assumptions based on a desire for physical control. 
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In the efforts of impartiality, I have applied the same risk assessment processes to a common vulnerability and 

threat event with the likelihood of a successful attack being substantially higher in each case and for each 

category of actor.  
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5. RECOMMENDATIONS: APPLYING RISK MANAGEMENT FOR PUBLIC CLOUD 

There are risks which are associated with cloud computing.  In this thesis, I have identified that cloud computing 

requires a shift in mind-set as to the way we provide security controls but also a pragmatic approach to the 

impact and likelihood of a threat event.  In the world of cloud, controls need to be a combination of people, 

process and technology and appropriate for the threats and vulnerabilities which manifest themselves in any 

given situation. 

I have several recommendations for organisations in their inevitable adoption of public cloud.  There is nothing 

revolutionary in my findings but I believe that the impact of poor security hygiene can be exacerbated when 

dealing with public cloud services.  My findings are covered in detail across the following subsections although, 

in summary: 

1. Risk Management is a holistic set of processes.  Risk is contextual to the environment and requires an 

understanding of threat actors, vulnerabilities and events.  Details are provided in Section 5.1. 

 

2. For organisations to achieve “security conservation”, a comprehensive understanding of data flows is 

required.  These flows need to be supported by an understanding of the logical and physical security 

controls availability from the selected CSP.  Details provided in Section 5.2. 

5.1. CLOUD RISK METAMODEL 

Having analysed the threat actors, events and vulnerabilities with public cloud computing, I wanted to assimilate 

information and provide a single blueprint for cloud risk analysis.  Only through a thorough assessment of the 

components involved, can organisations make informed, pragmatic risk decisions. 

My public cloud risk metamodel includes the actors, events, vulnerabilities and processes which should be 

considered when reviewing a public cloud architecture.  The model allows security professionals to suitably 

assess the in-scope actors, events and vulnerabilities for an environment.  In Section 2.8, I explain that multiple 

reference architectures should be reviewed to provide comprehensive risk coverage and requirements 

traceability.  Whilst I do not expect this artefact to replace phases of a risk management lifecycle, it should be 

used in a risk planning phase to ensure that controls and impact are considered rather than simply untreated or 

inherent risk. 

As new threat events are discovered, these should be added.  Risk management must be an iterative activity 

and consequentially, the artefacts and frameworks adopted will evolve. 

I assert that more time should be spent understanding the attributes of the threat actor and the controls 

available to mitigate vulnerabilities.  An abundance of literature [18, 126, 179, 154] covers the vulnerabilities (or 

“risks”) of cloud, virtualisation and multitenancy; far less academic research exists which details mitigations and 

countermeasures. 
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Table 5-1 Public Cloud Risk Metamodel 

The metamodel helps visualise the intrinsic relationship between risks and impacts. I conclude that a better 

understanding of this relationship will assist organisations understand risk context and apply an appropriate 

information classification framework.  Calculating impact should be a business-driven activity.  Security teams 

are responsible for protecting the confidentiality, integrity and availability of information; it is the risks to these 

three tenants which are the very core of information security irrespective of data location (cloud or on-premise). 

I produced the model with a view that similar activity had not been undertaken for public cloud deployments.  I 

still believe this to be the case although I subsequently identified a similar logical model for threat actors and 

their associations with vulnerabilities and countermeasures [180].  I feel that this validates the importance of 

such models and I hope that the additions I have made help the reader to better contextualise any unique public 

cloud components.  The most interesting discovery I made in constructing the model was the importance of 

ensuring that an organisation’s security controls need to be a combination of people, process and technology If 

all avenues of risk are to be treated. 
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5.2. SECURITY CONSERVATION AND HOLISTIC SECURITY ASSURANCE 

NIST [83] defines the principle of “security conservation”.  This principle identifies that as a service is migrated 

to the cloud, it should retain the security capabilities and services that were applied in its previous location. The 

responsibility for the application of these controls may change (from customer to CSP); however, it is critically 

important that the controls are still applied. 

Returning to Chapter 3, cloud security often requires a shift in the methods and mechanisms for validating the 

security posture of a solution.  Legacy computing models have relied largely on logical and physical security 

controls deployed on-premise by the organisation’s staff.  Security compliance has been provided through 

programmes and testing exercises which were commissioned by employees of the organisation.  Often, this 

process of point-in-time, offensive testing is not practical in a multitenant environment as it would affect the 

operations of other customers. 

Organisations should not be blindly trusting cloud providers to provide secure applications and infrastructure.  

What is needed is a translation of the assurance that was previously provided on-premise, in the cloud.  Quite 

often this requires the engagement of stakeholders outside of IT, something that has not previously been 

required.  It is important to establish roles and responsibilities between the customer and the cloud service 

provider.  Amazon have taken the need for role delineation very seriously and constructed a “Shared 

Responsibilities Model” [138].  Figure 5-1 outlines the responsibilities of the customer and those of the CSP. 

 

 

Figure 5-1 AWS Shared Responsibilities Model for EC2 [115] 

I have included explicit reference to this model as a thorough understand on of the concepts is necessary if 

organisations are going to achieve security conservation.  Failure to implement controls at each of the layers 

outlined by Amazon will introduce avoidable vulnerabilities.  Much like Figure 2-7, responsibilities between CSP 

and customer vary depending on service model; as organisations move from IaaS through to SaaS, the 

responsibilities on Amazon increase for areas such as platform management and server-side encryption.  What 

is important to recognise is that AWS provides guidance at a component level as to what is the responsibility of 

the customer and where Amazon are responsible; Amazon are responsible for the security of the cloud, you 

(customer) are responsible for security in the cloud – you cannot outsource accountability.   
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An architectural framework worthy of further reference is the Sherwood Applied Business Security Architecture 

(SABSA) [82].  SABSA allows an enterprise to define security capabilities from the view of the business.  SABSA is 

included as a core framework under the CSA Enterprise Architecture [84] and Figure 5-2 details a logical set of 

architectural building blocks applicable to a public cloud deployment.  I would recommend anyone considering 

a public cloud deployment to use this process in understanding who (CSP or Customer) is responsible for specific 

security capabilities. Having analysed the services outlined in the SABSA model, almost all these capabilities 

remain the responsibility of the customer.  I was encouraged by this finding as it supports my assertion that 

operational security will remain the responsibility of the customer in a public cloud deployment.  The alignment 

of capabilities to controls will be discussed in Section 5.2.2. 

 

Figure 5-2 SABSA Application to Cloud Services [84] 

In summary, I believe that security conservation brings confidence and assurance to the enterprise. A two-

phased process is recommended to ensure that cloud services are adopted securely through the retention of 

security conservation (Figure 5-3): 
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Figure 5-3 Public Cloud: Security Conservation 

5.2.1. PHASE 1: UNDERSTANDING DATA 

Organisations cannot protect what they do not know about; we need to understand where our data is, always.  

As discussed in Section 3.5.5, understanding where enterprise data resides, and the path it takes between 

systems, is imperative to comply with legal and regulatory requirements but also to ensure that appropriate 

controls are being deployed. 

Across my research, I discovered a data lifecycle model which was straight-forward and non-technical.  Two 

attributes necessary if productive business stakeholder engagement is to be achieved.  The “Data Security 
Lifecycle” (DSL) was created by Securosis and version 2.0 is available online [232].  The DSL is comprised of six 

phases which cover data from inception to destruction. 

 

Figure 5-4 Data Security Lifecycle [232] 

Considering the explosion of public cloud adoption, the DSL has been updated to include “Locations” and 

“Access”.  These additions are a critical component to aid organisations in cloud adoption journey. 

The addition of locations was made as organisations are commonly leveraging cloud services for backup, 

innovation, DR and testing facilities.  The original model assumed an on-premise architecture in all scenarios.  

Any organisation can benefit from asking the questions which are outlined in the revised DSL [232]: 

1. Where are the potential locations for my data? 

2. What are the lifecycles (Figure 5-4) and controls in each of those locations? 
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3. Where in each lifecycle can data move between locations? 

4. How does data move between locations (via what channel)? 

Once data residency has been established, it is important the we understand who is accessing the data and from 

where.  Completing this activity successfully will satisfy many of legal and regulatory requirements which are 

frequently cited at as being an inhibitor to public cloud adoption.  Two important questions to ask are: 

1. Who accesses the data? 

2. How can the data be accessed (device and channel)? 

 

 

Figure 5-5 Data Lifecycle in the Cloud [232, p. 2] 

The challenge of data governance for public cloud adoption is visually represented Figure 5-5.  As an on-premise 

architecture, there was generally a single data lifecycle process; a means of creating, storing and sharing 

information.  With public cloud, each CSP has their own unique, sometimes proprietary means of performing 

similar tasks.  Management of data can become exponentially more complicated. 

The Securosis model concludes by suggesting that a series of functions are necessary to provide the necessary 

visibility of who is accessing what, from where. Functions on data take three forms [232] Figure 5-6: 

 

Figure 5-6 Data Functions 
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If organisations document who has access to what data, at each public cloud provider, they’re able to achieve 

phase 1 of security conservation: knowing where your data resides.   

I recommend that the activity outlined in this section should be completed at the time at which organisations 

complete a Business Impact Assessment (BIA).  A BIA framework is common component of an organisation’s 

business continuity planning activity.  The BIA defines the Recovery Time Objective (RTO) (maximum amount 

time an organisation can be without their information) and Recovery Point Objective (RPO) (maximum amount 

of data a company can afford to lose).  This activity further identifies that public cloud adoption cannot be 

treated as an “IT Problem”.  It is critical that we engagement business owners who understand the sensitivity 

requirements of their information prior to approaching the application of controls. 

General Data Protection Regulation (GDPR) becomes law in 2018 and contains clauses which are particularly 

relevant for public cloud although these too would fall into our “exacerbated by cloud” category identified in 

Section 3.6.  Organisations need to understand the type, volume and location of all personally identifiable 

information.  Whilst explicit in GDPR, we have seen in this section that good security practices would see this 

activity as recommended across any information security programme. 

5.2.2. PHASE 2: UNDERSTANDING CONTROLS 

Understanding the available controls can be provided through the application of a security capabilities model.  

As we explored in Chapter 3, good risk management assesses the maturity, coverage and strength of security 

controls available for the protection of information.  Earlier in this section, I introduced SABSA’s approach to 

identify logical controls.  I assert that understanding controls from a technology agnostic perspective ensures 

architectural traceability and removes the propensity to assume a technology is required without understanding 

why.  This way of working is colloquially referred to as “bottom up” – the loose-coupling of technology without 

necessarily possessing an understanding of the risks (being mitigated). 

Pre-cloud, the deployment and procurement of technology systems was almost exclusively the reserve of the IT 

department.  Systems and infrastructure couldn’t be brought online without engineers “racking and stacking” 

servers, while the desktop technology teams deployed applications to user workstations.  With public cloud, 

business teams can deploy production systems in public cloud almost instantaneously.  Whilst this is not a 

vulnerability introduced by cloud, it is certainly exacerbated and made considerably easier by cloud.  The same 

agility and flexibility is now available in public cloud for the application of security services. 

Whilst many academic papers exist which identify the risks of public cloud [155, 154], I assert that these predate 

the advancements that have been made by mature CSPs to incorporate security into their core platform 

offerings.  I put this down to two organisational trends: 

1. Security was not a board-room agenda item.  C-level executives were largely disinterested in the cyber 

posture of their organisations. 

2. Security assurance was not a top demand of the consumer. 

As the threat landscape has evolved and data breaches are front-page headlines daily, the demand for cyber 

security is pervasive in the enterprise and the consumer market.  This inertia has incentivised CSPs to prioritise 

the security of their clouds but also the availability of controls for customers within the cloud.  Amazon 

Marketplace [56] provides a holistic portfolio of virtual security appliances for the enterprise.  In fact, “security” 

is a homepage category returning over 500 different solutions (Figure 5-7). 
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Figure 5-7 Amazon Marketplace: Security Solutions [56] 

I wanted to understand if capability gaps existed between the available solutions for an entirely on-premise 

architecture and one residing exclusively in public cloud.  I have identified “security conservation” as critically 

important in public cloud adoption.  If it is not possible to apply commensurate security to your public cloud 

instance (as with your on-premise solution) then a weakening of the organisation’s security posture is taking 

place.  Is it possible to take the requirements of Figure 5-2 and evidence people, process and technology controls 

for public cloud? 

To delivery this analysis, I will return to concepts introduced in Chapter 2, where I detailed the OSA’s Cloud 

Security Pattern [68], a technology agnostic pattern which identifies the actors and controls commonly 

appropriate for public cloud architectures. After much deliberation, I decided that the OSA model presented a 

digestible view of my analysis; it is also specifically created for public cloud.  

Taking the OSA’s pattern, I have overlaid a legend based on Amazon’s Shared Responsibilities Model which 

evidences responsibilities for the controls associated with a generic public cloud deployment. Figure 5-8 clearly 

delineates customer and CSP responsibilities. What was interesting in my research was the obvious separation 

of technology from people and process.  Even when an organisation provisions resources within an AWS public 

cloud, the operational security processes still sit with the customer.  AWS provide the technical capabilities for 

the customer: provisioning, cryptographic key management, logging solutions but the management responsibly 

still remain with the customer.   

Whilst unintentional in its design, Figure 5-8 shows that the CSP (AWS) is responsible for the foundations of a 

public cloud environment, a “spine”: the technology, the network interconnects and physical security although 

process and people are still largely the responsibly of the customer. 
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Figure 5-8 Architecture: Customer / CSP Responsibilities 

It is important to identify that Figure 5-8 details responsibility of services.  There are components of the figure 

where the customer is responsible yet Amazon are providing capability.  A good example is “provisioning”; 

Amazon provides services such as Elastic Beanstalk with which a developer uploads application code and Elastic 

Beanstalk automatically handles resource provisioning, load balancing, auto scaling and monitoring [115].  
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Amazon are providing the service although the customer remains responsible for the code and the development 

lifecycle that goes with it.  Similar could, and should, be said for cryptographic service, logging and monitoring. 

5.2.3. SECURITY CONSERVATION: PROCESS FLOW 

To complete my analysis, I propose a series of steps which should be incorporated into any risk management 

activity.  Following these sequential steps will allow an organisation to make balanced information risk 

decisions and achieve security conservation. 

Having drafted a mind-mapping activity (Figure 5-9), I have identified that a simple set of steps can be 

followed: 

ü Work with business stakeholders and conduct a BIA. 

ü Ensure that data flows are fully understood and documented. 

ü Understand the sensitivity of all data elements being stored or processed. 

ü Conduct threat modelling activity: understand the actors, threat events and vulnerabilities that are in 

scope for the environment. 

ü Apply controls to mitigate the impact and/or likelihood of a vulnerability being exploited. 

ü Ensuring that the customer and the CSP understand their responsibilities for the operation and 

maintenance of technology services. 

ü Validate that the mitigated risk is within risk tolerance thresholds of the organisation. 

 

 

Figure 5-9 Mind Map: Security Conservation 
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6. CONCLUSIONS: PUBLIC CLOUD IS NOT A TECHNOLOGY PROBLEM 

“Failing to analyze cloud risk will result in missed opportunity and/or unacceptable risk to the business. Risk 
management is a mature discipline that can determine how much cloud risk is acceptable.” [111] 

GARTNER 2015 

_______________________ 

To conclude this thesis, I will return to the objectives aims in Section 1.2 and ensure that I can evidence 

appropriate coverage of the defined goals. 

My first objective was to understand cloud.  Public cloud adoption is growing year-on-year [26, 28] and 

organisations need to consider how to consume cloud services securely.  By way of preliminary assessment, I 

asserted that public cloud challenges convention.  I validated this statement through an analysis of data centre 

evolution.  In 2017, virtualisation is ubiquitous; datacentres, irrespective of their deployment model, are filled 

with converged infrastructure which takes advantage of multitenant architecture.  Due to this converging of 

technology, I assert that most modern technology paradigms are “cloud like” in nature making it imperative that 

we take a data-centric and attack based view for information protection:  what are we trying to protect and who 

is trying to compromise the data?  I also wanted to understand the impact of public cloud on our traditional 

network architectures.  I conclude that as public cloud adoption grows, the organisational need for a WAN 

reduces. 

As introduced in Section 2.3, public cloud computing is bringing security services to customers that they would 

not be able to afford in a traditional, on-premise, appliance-based model.  The breadth of capabilities available 

within AWS Marketplace [56] ensure that customers can benefit from a service-based, pay-as-you-go model for 

security.  IT services are being deployed via a new paradigm and our businesses need to understand not only the 

technical IT changes that cloud brings but also the changes to user education and business process. 

Objective two set out an analysis into the security risks associated with public cloud.  It was primarily my own 

experience in the industry that drove me to set this aim.  All too often, terms associated with risk management 

are used interchangeably despite having specific, and very different, meanings.  In Chapter 3 we introduced the 

concept of risk.  An important discovery for me was that many different forms of risk (financial, information, 

health and safety) all have common attributes.  In Section 3.1, I presented the DHS Risk Lexicon [103] and was 

surprised to see almost all attributes application in an information risk context but also a financial, defence and 

personal safety lens.   

An area I struggled to reach a conclusion on was the legal implications of public cloud computing.  The legal and 

regulatory considerations of public cloud require organisations to fully understand their data flows and the 

volume / types of information stored in public cloud locations.  I have identified in this thesis that such 

requirements are not only required by regulation but necessary for any organisation serious about protecting 

the confidentiality, integrity and availability of their sensitive data assets.  A vulnerability in people and process 

could result in significant legal and regulatory repercussions but in Section 2.3.2.4 I present the comprehensive 

set of regulations that AWS complies with by default.  This is further evidence that the technological construction 

of public cloud can broadly cope with legal and regulatory compliance requirements.  

I have reached the conclusion that it is not only the threats, vulnerabilities and controls which are important in 

assessing risk but also the actors responsible for compromising data; be that intentionally or accidentally.  The 

likelihood of an attack occurring varies significantly depending on many “threat attributes” which I validate in 
Section 4.7.1.  In summary, several of the activities required to exploit vulnerabilities in a hypervisor with any 

meaningful degree of likelihood require a level of investment in time, effort and often funding which precludes 
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an opportunistic attack.  The poor returns and high likelihood of being unsuccessful would also deter all but the 

most targeted of attacks from highly motivated, capable actors.  As actor attributes are so important, they form 

a key component of my “Public Cloud Risk Metamodel” outlined in Section 5.1. 

In the conclusion to Chapter 3, I assert that our understanding of information risk is immature because we apply 

components of a risk model without a pragmatic or holistic understanding of context.  Across my research, the 

most important takeaway I have gathered is that establishing a structured risk management methodology is 

critical if we are to understand and contextualise the risks which public cloud computing may present.  

Approaching “inherent risk” or the worst-case scenario without considering the motivation of the actor or the 

controls which might be available provides little opportunity for risk prioritisation as everything is considered a 

risk. 

I have identified that technical vulnerabilities do exist within architecture which is intrinsically-linked to public 

cloud computing.  It is however important to consider that the same technological components are present in 

today’s on-premise deployments.   

Having analysed industry and academic literature covering the risks and vulnerabilities of public cloud, I have 

reached the conclusion that the technological construction of public cloud mirrors that of contemporary 

datacentre architectures irrespective of location.  Two significant differences arise with public cloud: 

1) The impact of a cyber-attack is exacerbated.  Shared infrastructure often means shared impact. 

2) Data could be stored in geographical regions with additional legal and data privacy considerations. 

My third objective was to conduct a risk analysis regarding the technical construction of virtualisation and 

multitenancy.  This step could only be undertaken once the threat actors, events and vulnerabilities had been 

documented.  To satisfy this aim, a thorough decomposition of multitenancy and virtualisation was conducted 

across Chapter 4.  I discuss the different forms of multitenancy and contrast implementations across the service 

models of IaaS, PaaS and SaaS.  I discovered that as we moved from IaaS, to PaaS, through to SaaS more of our 

technology stack was shared tenant.  Such a model would infer that there is more risk with a SaaS platform than 

that of an IaaS implementation although as the CSA asserts [34] (Figure 4-8, Figure 4-10), SaaS deployments 

leave less responsibility to the customer.  Solutions have fewer opportunities for configuration and 

standardisation lowers the system footprint.  I assert in Section 2.3.2.1 that CSPs must adopt “paranoia by 

default” [52], this is made significantly easier in situations where the CSP retains control of operational 

processes. 

The risk analysis activity in Chapter 4 provides the reader with an analysis of the in-scope threat events 

associated with hypervisor architecture in a shared services model.  My hypothesis being that hypervisor 

architecture presented many unique attack vectors which did not present themselves in a traditional, appliance 

based model where organisations retained organisationally isolated infrastructure.  To satisfy objective 3, I could 

not simply identify that threat events and vulnerabilities existed.  I needed to investigate if controls (people, 

process or technology) were available in the environment to mitigate the vulnerability or deter the threat actor. 

To fully fulfil objective 3, I reviewed vulnerabilities in people, process and technology which present themselves 

in modern computing.  As attacks are increasingly focusing on users and applications [233], I considered it 

prudent to focus my people and process examples in this space.  My hypothesis being that whilst vulnerabilities 

in hypervisors cannot be avoided, there are vulnerabilities affecting our users and their data which are more 

straight-forward to carry out and considerably more likely to succeed. 

I have analysed the threat events associated with public cloud and assert that the complexity of achieving co-

residence of VMs on a regular basis precludes technical cloud security vulnerabilities warranting further specific 
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attention.  For any form of threat actor, there are many easier, cheaper and higher likelihood threat events and 

vulnerabilities that can be leveraged to compromise the confidentiality, integrity or availability of data.  

Objective 4 was concerned with understanding if existing risk management methodologies suitable cater for 

public cloud.  Having reached the conclusion that location of data should not be the defining factor in the 

application of security controls, I assert that preeminent risk frameworks are, to a greater extent, applicable 

across public cloud.  In Chapter 5, I present a series of recommendations to improve and augment established 

risk frameworks.  Cloud computing does exacerbate the requirement to fully understand data flows; the volumes 

of data stored in public cloud and associated sensitivity can have an impact on an organisation’s regulatory and 

legal compliance position.  In Chapter 5 I propose a two-stage process for better understanding data flows and 

assessing the availability of controls in an AWS deployment.  By following this approach, organisations can 

pragmatically ensure that the security controls deployed are commensurate with the sensitivity of the 

information being stored or processed. 

The overarching objective of this thesis was to demystify the risks of public cloud computing.  I have complied a 

“Top Ten Findings” below which summarise my research and provide the reader with important considerations 

in any public cloud project: 

1. Information risk deals with the compromise of the confidentiality, integrity and/or availability of data.  

Cloud introduces new vulnerabilities which are exploited by existing threat actors and variations of 

existing threat events. 

 

2. Technical security controls exist across mature CSPs [56] to provide “Security Conservation”. 

 

3. Public cloud computing offers organisations a comprehensive suite of logical and physical security 

controls for the protection of sensitive enterprise data. 

 

4. The technical vulnerabilities associated with public cloud are difficult to exploit. 

 

5. Preeminent regulatory guidelines [140, 141] support the use of, and provide guidance around, the use 

of public cloud. 

 

6. In 2017, most cyber-attacks are focused at the user or application level [233, p. 2] – a network-centric 

defence strategy, focusing solely on network vulnerabilities, is doomed to fail in a cloud-first world. 

 

7. In many situations, public cloud adoption can improve an organisation’s security posture. 

 

8. Sensitive information is increasingly being stored in public cloud [17]. 

 

9. Public cloud consumption is growing rapidly [25, 26], securing public cloud is a discipline the security 

team needs to become comfortable with. 

 

10. Business processes inside and outside of IT are altered because of public cloud.  We are not dealing 

with a technology problem. 
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APPENDIX A: ENISA CLOUD VULNERABILITY ASSESSMENT 

 

Vulnerabilities Specific to Cloud Description 
Originating | Exacerbated |  
General 

People | Process | Technology Context 

AAA 

Poor systems for authentication, 

authorisation and accounting 

could facilitate unauthorised 

access to resources.  Poor AAA 

could result in a limited or non-

existent ability to audit or 

forensically analyse a breach 

General People, Process and Technology 

Latency and / or synchronisation issues could 

be introduced with a cloud-based AAA 

provider.  Good practice recommendations 

would recommend the use of SAML which 

would leverage the customer's existing 

identity provider.  Directory services latency is 

not the exclusive reserve of public cloud 

computing.  Organisations that operate in 

multiple geographies have network 

architectures which unavoidably introduce 

network latency 

User Provisioning  

Concerns exist regarding a 

customer's ability to provision 

credentials for cloud services. 

Exacerbated Process 

Management of multiple application 

credentials introduces operational overheads 

and vectors for compromise.  

User De-provisioning 

Users remain provisioned once 

expired or revoked due to 

synchronisation delays 

Exacerbated Process As with above entry 

Remote access to administrative 

interface 

Vulnerabilities in an endpoint 

could compromise cloud 

infrastructure. 

General Technology 
Interface could be compromised in any 

deployment scenario 
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Hypervisor 

The hypervisor in fact fully 

controls the physical resources 

and the VMs running on top of it.  

Exploiting the hypervisor 

potentially means exploiting 

every VM. 

Exacerbated Technology 

Hypervisor technology is at the core of 

virtualisation.  Without virtualisation, cloud 

computing efficiencies and performance 

would not be possible.  A mitigating factor 

being that datacentre technologies, 

irrespective of location, are moving to 

virtualised stacks and multitenancy.  This is 

discussed in Chapters 3 and 4. 

Lack of Resource Isolation 

Resources of one organisation can 

affect resource use by another 

customer 

Originating People | Process | Technology 
Public Cloud specific vulnerability which forms 

the basis of chapter 4 

Lack of Reputational Isolation 

Activities of one customer impact 

the reputation of another 

customer 

Exacerbated Technology 

Exacerbated by cloud although the 

vulnerability has existed for as long as 

companies have retained partnerships; digital 

or physical 

Communication Encryption 

These vulnerabilities concern the 

possibility of reading data in 

transit via, for example, MITM 

attacks, poor authentication, 

acceptance of self-signed 

certificates, etc.  

General  Technology 
Issues for all and any communication of 

sensitive information. 

Lack of or weak encryption of 

archives and data in transit 

Reading of data in transit, at rest 

in archives, file shares or disk 

images. 

General  Technology As with above entry 

Impossibility of processing data in 

encrypted form 

Encrypting data at rest is not 

difficult, but despite recent 

advances in homomorphic 

encryption, there is little prospect 

of any commercial system being 

able to maintain this encryption 

during processing. In one article, 

Bruce Schneier estimates that 

performing a web search with 

encrypted keywords -- a perfectly 

Exacerbated Technology 

Mature players in the IaaS, PaaS and SaaS 

markets provide mechanisms for at rest data 

encryption.  Often improving on the security 

posture of the customer organisation. 
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reasonable simple application of 

this algorithm -- would increase 

the amount of computing time by 

about a trillion [234]. This means 

that for a long time to come, 

cloud customers doing anything 

other than storing data in the 

cloud must trust the cloud 

provider.  

Poor Key Management 

Procedures 

Cloud computing infrastructures 

require the management and 

storage of many kinds of keys; 

examples include session keys to 

protect data in transit (e.g., SSL 

keys), file encryption keys, key 

pairs identifying cloud providers, 

key pairs identifying customers, 

authorisation tokens and 

revocation  

General Process Key Management is a customer issue. 

Key Generation: Low Entropy for 

Random Number Generation 

The combination of standard 

system images, virtualisation 

technologies and a lack of input 

devices means that systems have 

much less entropy than physical 

RNGs; see Cloud Computing 

Security (33). This means that an 

attacker on one virtual machine 

may be able to guess encryption 

keys generated on other virtual 

machines because the sources of 

entropy used to generate random 

numbers might be similar. This is 

General Process Key Management is a customer issue. 



 
157 

not a difficult problem to solve, 

but if it is not considered during 

system design, it can have 

important consequences.  

Lack of standard technologies and 

solutions 

A lack of standards means that 

data may be ‘locked-in’ to a 

provider. This is a big risk should 

the provider cease operation.  

Exacerbated Process 
Standards are rapidly evolving across Cloud 

Computing. 

No source escrow agreement 

Lack of source escrow means that 

if a PaaS or SaaS provider goes 

into bankruptcy, its customers are 

not protected.  

General Process As with any partner relationship 

Inaccurate model of resource 

usage 

resource exhaustion because they 

are provisioned statistically. 

Although many providers allow 

customers to reserve resources in 

advance, resource provisioning 

algorithms can fail  

General Technology 

Mature CSPs have the scale and capacity to 

support customer resource demand 

requirements.  Considerably more so than the 

constraints with an appliance-based model 

No control or vulnerability 

management process 

Restrictions on port scanning and 

vulnerability testing are an 

important vulnerability which, 

combined with a ToU which 

places responsibility on the 

customer for securing elements 

of the infrastructure, is a serious 

security problem.  

General Process, Technology 

Cloud providers often provide services for the 

assessment of vulnerabilities in cloud 

solutions 

Possibility that internal (cloud) 

network probing will occur 

Cloud customers port scanning 

and identifying other customers / 

hosts 

General Technology 
Any resource which is publicly addressable 

from the Internet is  

Possibility that co-residence 

checks will be performed  

Side channel attacks exploiting a 

lack of resource isolation 
Originating Technology 

Explored in chapter 4.  Attacks require 

significant investment in time and result in a 

disproportionate amount of effort for the 

returns. 
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Lack of forensic readiness  

Restricted access to important 

information in the event of a 

breach: IP information, etc. 

Exacerbated Process, Technology 

Discussed in Chapter 3.  Can be argued both 

ways.  Public cloud offers improvements in 

capability for offline machine images and  

Sensitive media sanitisation 

Shared tenancy of physical 

storage means sensitive data may 

leak because data destruction 

policy could be problematic to 

implement 

Exacerbated Process, Technology 

Data destruction issues not reserved for cloud.  

Mature CSPs providing capabilities for secure 

destruction aligned to industry standards - 

NIST, etc. 

Synchronising responsibilities or 

contractual obligations external 

to cloud 

Cloud customers unaware of their 

responsibilities in the customer / 

CSP relationship 

Exacerbated Process 

Ambiguity exacerbated by cloud but endemic 

across customer <> partner relationships.  

Awareness and visibility of amended working 

practices is needed. 

Cross-cloud applications creating 

hidden dependency 

Hidden dependencies in supply 

chain and cloud provider 

architecture 

Exacerbated Process 
Cloud or otherwise, loosley-coupled solutions 

invariably introduce process dependencies 

SLA clauses with conflicting 

promises to different 

stakeholders  

Self explanatory Exacerbated Process 
Customer must ensure that the SLAs are 

suitable for their use cases. 

SLA clauses containing excessive 

business risk 
Self explanatory General Process As with any partner relationship 

Audit or certificating not available 

to customers 

No assurances over audit and 

certification 
General Process 

AWS actually improves an organisation's 

ability to comply with regulatory compliance 

frameworks.  This is covered within Chapters 2 

and 3 

Certification schemes not 

adapted to cloud infrastructure 
No cloud-specific control Exacerbated Process 

As covered in chapter 2.  Maturity is growing 

in this space. 

Inadequate resource provisioning 

and investments in infrastructure 

Assumption cloud provider 

inadequately provisioned 
General  Technology 

Public cloud provides scale and flexibility to 

mitigate these vulnerabilities. 

No policies for resource capping Volatility of resource allocation General  Process As above 

Storage of data in multiple 

jurisdictions and lack of 

transparency about this 

Opaque agreements as to where 

data is stored 
Originating Process 

This is a cloud-first problem.  Visibility and 

education needed at the customer 
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Lack of information on 

jurisdictions 
As above Originating Process As above 

Lack of completeness and 

transparency in terms of use 
As above Exacerbated Process A lack of transparency in terms of use  

Non-Cloud Vulnerabilities     

Lack of security awareness 

Cloud customers are not aware of 

the risks they could face when 

migrating into the cloud  

Exacerbated People, Process 

Credible vulnerability.  Users are not familiar 

with cloud technologies nor the processes for 

secure enablement. 

Lack of vetting process 

Since there may be very high 

privilege roles within cloud 

providers, due to the scale 

involved, the lack or inadequate 

vetting of the risk profile of staff 

with such roles is an important 

vulnerability.  

Exacerbated Process 

Mature CSPs provide comprehensive staff 

vetting as I cover in Chapter 3 although cloud 

does introduce an element of the unknown if 

appropriate due dilligence is not followed. 

Unclear roles and responsibilities 

These vulnerabilities regard the 

inadequate attribution of roles 

and responsibilities in the cloud 

provider organization.  

Exacerbated Process 

Ambiguity over "who does what".  Identified 

by the CSA in their "Critical Areas of Security 

for Cloud Computing" which is extensively 

referenced in my thesis body. 

Poor enforcement of role 

definitions 

Within the cloud provider, a 

failure to segregate roles may 

lead to excessively privileged 

roles which can make extremely 

large systems vulnerable. For 

example, no single person should 

be given access privileges to the 

entire cloud.  

General  Process | Technology 
Role enforcement issues arise irrespective of 

data location. 

 

Need-to-know principle not 

applied 

This is a special case of a 

vulnerability regarding roles and 

responsibilities. Parties should 

not be given unnecessary access 

General  Process | Technology 
This principle is a challenge in all organisations 

irrespective of the location of service / data. 
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to data. If they are then this 

constitutes an unnecessary risk.  

Inadequate physical security 

procedures 

Lack of physical perimeter 

controls / lack of electromagnetic 

shielding 

General  Process | Technology 
Physical security controls invariably stronger 

at a CSP. 

Misconfiguration 

This class of vulnerabilities 

include: inadequate application of 

security baseline and hardening 

procedures, human error and 

untrained administrator.  

General  Technology 
Affects all deployments irrespective of 

location. 

System or OS vulnerabilities 

Out of data software components 

present vectors for malware 

exploitation. 

General  Technology 
Affects all deployments irrespective of 

location. 

Untrusted software Unapproved, untrusted software General  Technology 
Affects all deployments irrespective of 

location. 

Lack of a BCP / DR plan 
No business continuity 

arrangements or DR planning. 
General  Process 

Affects all deployments irrespective of 

location. 

Incomplete asset inventory 
No formal register of hardware 

and software components 
General  Process 

Affects all deployments irrespective of 

location. 

Lack of or poor asset classification 
Lack of consistent categorisation 

and terminology for assets 
General  Process 

Affects all deployments irrespective of 

location. 

Unclear asset ownership 
Lack of asset ownership - either a 

framework or assigned owners. 
General  Process 

Affects all deployments irrespective of 

location. 

Poor identification of project 

requirements 

These include a lack of 

consideration of security and 

legal compliance requirements, 

no systems and applications user 

involvement, unclear or 

inadequate business 

requirements, etc.  

General  Process 
Affects all deployments irrespective of 

location. 
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Poor provider selection  
Inappropriate providers selected 

for cloud services 
General  Process | Technology 

Poor provider selection is a systemic issue for 

companies - it's not reserved for public cloud 

nor does public cloud really introduce any 

unique considerations 

Lack of supplier redundancy 

Lack of redundancy in terms of 

service availablity and data 

portability. 

General  Process | Technology 

A consideration for any supplier relationship.  

An outsourced service would present the 

same issues regardless of cloud usage. 

Application vulnerabilities or poor 

patch management  

This class of vulnerabilities 

include: bugs in the application 

code, conflicting patching 

procedures between provider and 

customer, application of untested 

patches, vulnerabilities in 

browsers, etc.  

General  Technology 
Affects all deployments irrespective of 

location. 

Resource consumption 

vulnerabilities 

Vectors for resource exhaustion 

and denial of service 
General  Process | Technology 

The scale and breadth of public cloud 

improves likelihood of being able to withstand 

these forms of vulnerability. 

Breach of NDA by provider  

Discloure of sensitive customer 

information either accidentially 

or for competitive advantage. 

General  People | Process 

Poor provider selection is a systemic issue for 

companies - it's not reserved for public cloud 

nor does public cloud really introduce any 

unique considerations 

Liability from data loss 
Unclear ownership for loss of 

data: repercussions - fines, etc. 
Exacerbated Process 

Another process issue related to awareness 

and public cloud introducing amended 

working practices. 

Lack of policy or poor procedures 

for log collection and retention 

Policy and technology for log 

collection and retention. 
General  Process | Technology 

Affects all deployments irrespective of 

location. 

Inadequate or misconfigured 

filtering resources 

Leveraged as a vector for denial of 

service: network and application 

vulnerability 

General  Technology 
Affects all deployments irrespective of 

location. 

 


